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Maximum Distance Separable Array Codes Allowing Partial Collaboration

Yuejia Zhang, Shiqiu Liu, Member, IEEE, and Li Chen , Senior Member, IEEE

Abstract— This letter considers the problem of repairing mul-
tiple node failures through partial collaboration in a distributed
storage system (DSS). In the repair process, each failed node
firstly connects to d ≥ k alive nodes to download data, and then
exchanges data with other repairing nodes. Partial collaboration
allows each failed node to only connect to some (not all) of
the other repairing nodes to exchange data. Constructions of
partially collaborative regenerating codes with d = k at the
minimum-storage regime have been studied before.We propose a
code construction using the maximum distance separable (MDS)
array codes to achieve d > k, and show that the constructed code
asymptotically approaches the minimum storage repair point as
the number of failed nodes grows.

Index Terms— Array codes, partial collaboration, regenerating
codes.

I. INTRODUCTION

D ISTRIBUTED storage systems (DSS) built on huge
number of storage nodes, have been applied widely such

as Google file system [1], Ocean Store [2] and Total Recall [3].
In DSS, a data file is encoded and stored over n nodes, each
of which stores α symbols. The data collector can retrieve
the data file by connecting to any k nodes, which is called
the (n, k) recovery property, or sometimes called the MDS1

property. While node failures occur, the system will trigger
a repair process to protect the data by recovering the data
in the failed nodes. When the regenerated data is the same
as the one in the failed node, the repair is called an exact
repair. Each failure will be repaired by using γ amount of data,
where γ is called as the repair bandwidth. Regenerating codes
were introduced by Dimarks et al. in [4] aiming at reducing
the repair bandwidth. A tradeoff curve between storage and
repair bandwidth was given. Two extremal cases on the
tradeoff curve corresponding to the minimum storage and the
minimum repair bandwidth are called the Minimum Storage
Repair (MSR) and the Minimum Bandwidth Repair (MBR)
respectively. Constructions of regenerating codes for those two
special cases have been considered in the literature, in [5].

The storage systems are equipped with a huge number of
storage nodes. It is more likely to occur multiple failures
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1Though the code satisfying this property may not be a maximum distance

separable (MDS) code, i.e., does not satisfy the Singleton bound, it may be
called the MDS property in some literatures for brevity.

simultaneously. A (fully) collaborative repair mechanism for
multiple failures was introduced in [6], [7], which allows the
repairing nodes to exchange data among themselves. The (full)
collaboration reduces the repair bandwidth compared with
repairing multiple failures separately.

Code constructions for Minimum Storage Collaborative
Repair (MSCR) and Minimum Bandwidth Collaborative
Repair (MBCR) have been considered, for instance in [6]–[9].
In [9], the construction for MSCR is compatible with all
parameters.

To give the system more flexible repair scenes, partial
collaboration was introduced in [10]. Unlike the full col-
laboration, partial collaboration allows the repairing nodes to
exchange data with some (but all) of the other repairing nodes.
When t failures occur, each failed node first downloads β
amount of data from each of d alive nodes, and then exchanges
β� amount of data with the t − s (1 ≤ s ≤ t) other repairing
nodes. The total repair bandwidth γ for one failed node is dβ+
(t − s)β�. When s = 1, the partial collaboration corresponds
to the full collaboration, and when s = t, the collabora-
tion vanishes. Code constructions for the two extremal cases
Minimum Storage Partially Collaborative Repair (MSPR) and
Minimum Bandwidth Partially Collaborative Repair (MBPR)
have been considered in [10]–[12]. For the MSPR case, only
the construction with d = k has been considered.

In this letter, we construct the partially collaborative regen-
erating codes for exact repair at the minimum-storage regime
with d = k + s > k. The existing constructions have not con-
sidered the case of d > k. We note that for a fixed system, the
relation between d and k is fixed. For the code of the system
with d = k, the repair bandwidth is γ = dβ +(t−s)β�. When
applying this code to the system with d > k, each failed node
needs to download (d − k)β redundant data to repair, so the
repair bandwidth is not optimal. We aim to construct codes for
the system with d > k with less repair cost. The construction
is based on an (n, k, l) Maximum Distance Separable (MDS)
array code [13] over finite field F, where l is the storage
capacity per node. When node failures happen, the failures can
be repaired through a partially collaborative repair process. In
the following sections, we will define this MDS-array-code
based partially collaborative regenerating code and show that
the code achieves the MSPR asymptotically.

II. REPAIR OF THE FIRST t NODES

In this section, we construct an explicit MDS array code
allowing partial collaboration repairing the first t failed nodes.
Our main construction in Section III can be reduced to this
construction when knowing the failed nodes’ indices. There-
fore, the construction of repairing the first t nodes can help to
simplify the main construction. Before stating the construction,
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an important corollary will be given, which can be extended
from Lemma 2 in [9].

Let C = (C1, C2, . . . , Cn) denote a codeword of an
(n, k, l) MDS array code C over finite field Fq, and Ci =
(ci,0, ci,1, . . . , ci,l−1)T ∈ F

l
q is its ith coordinate. For sim-

plicity, we also let Ci denote the ith node that stores the
l-dimensional column vector.

Corollary 1: Let Fq denote a finite field with cardinality
q ≥ n + s + 1. Let κ1,0, κ1,1, κ2,0, κ2,1, . . . , κs,0, κs,1,
κs+1, κs+2, . . . , κn be n + s distinct elements of Fq . Define
an (n, k, 2) MDS array code C over Fq by the following 2r
parity-check equations

κp
1,uc1,u + κp

2,uc2,u + · · · + κp
s,ucs,u +

n∑
i=s+1

κp
i ci,u = 0, (1)

where u = 0, 1 and p = 0, 1, . . . , r − 1. Let σi =
ci,0 + ci,1. Then for any subset R ⊆ {s + 1, s + 2, . . . , n}
with cardinality |R| = d = k + s, the values of
c1,0, c1,1, c2,0, c2,1, . . . , cs,0, cs,1, σs+1, . . . , σn can be calcu-
lated from {σi, i ∈ R}.

The construction of partially collaborative regenerating code
repairing the first t nodes is as follows.

Denote [n] as the set of integers {1, 2, . . . , n}, b + [n] as
the set {b + 1, b + 2, . . . , b + n}. Let κ1,0, κ1,1, κ2,0, κ2,1,
. . . , κt,0, κt,1, κt+1, κt+2, . . . , κn be n + t distinct elements
of F. We propose an (n, k, l) MDS array code over Fq, where
q ≥ n + t + 1, l = t − s + 2. The code C is defined by the
following parity-check equations

t∑
i=1

κp
i,0ci,0 +

n∑
i=t+1

κp
i ci,0 = 0, (2)

a+s−1∑
i=a

κp
i,1ci,a +

∑
i∈[t]\

{a−1+[s]}

κp
i,0ci,a +

n∑
i=t+1

κp
i ci,a = 0, (3)

where p = 0, 1, . . . , r − 1 and a ∈ [t− s + 1]. For i ∈ [n] and
j ∈ [t − s + 1], let us define σi,j = ci,0 + ci,j .

The repair process is as follows. In the download process,
the failed node Cj (j ∈ [t−s+1]) downloads σi,j from helper
nodes Ci, where i ∈ R, R ⊆ [n]\[t] and |R| = d = k + s,
while the failed nodes Ct−s+2, . . . , Ct download σi,t−s+1,
where i ∈ R. Note that the equations of (2) and (3) have the
same structure as those of (1). Therefore, after the download
process, the failed node Cj (j ∈ [t − s + 1]) knows the
values of cj,0, cj,j , cj+1,0, cj+1,j , . . . , cj+s−1,0, cj+s−1,j and
σi,j , where i ∈ [t]\j − 1 + [s]. Nodes Ct−s+2, . . . , Ct obtain
the same information as node Ct−s+1. In the collaboration
process, the failed node Cj (j ∈ [t − s + 1]) downloads
σj,i or cj,i from nodes Ci, where i ∈ [t − s + 1]\{j}, and
nodes Ct−s+2, . . . , Ct download σj,i or cj,i from nodes Ci,
where i ∈ [t − s]. After the collaboration process, the failed
node Cj (j ∈ [t]) knows the values of cj,0, . . . , cj,t−s+1.
Therefore, node Cj (j ∈ [t]) can recover all its coordinates.
In the download process, each failed node downloads k + s
symbols. While in the collaboration process, each failed node
downloads t−s symbols. Therefore, the total repair bandwidth
is (k + s) + (t − s) = k + t.

III. REPAIR OF ANY t NODES

In this section, we give an explicit code construction repair-
ing any t failed nodes. According to the indices of the failed
nodes, we partition the coordinates of a node into groups.
The repair process of each group is the same as the case of
repairing the first t failed nodes. When the repair of each
group is completed, the total repair process is also completed.
Specifically, we propose an (n, k, l) MDS array code over
finite field F, where l = (t + 2 − s)ω and ω =

(
n
t

)
. Note

that the size of column vector will be large, which is difficult
to implement in practice. Reducing the size of l is part of
our future work. However, the construction gives a possible
solution for the system with d > k.

Definition 1: Let κi,j , where i ∈ [n] and j ∈ {0, 1}, be
2n distinct elements of Fq, where q ≥ 2n + 1. The code C is
defined by the following rl parity-check equations, such that
for p = 0, 1, . . . , r − 1 and a = 0, 1, . . . , l − 1,

n∑
i=1

κp
i,υ(i,a)ci,a = 0,

where

υ : [n] × {0, 1, · · · , l − 1} → {0, 1}
(i, a)

�→

⎛
⎜⎜⎜⎜⎝

∑
Ω⊆[n],

|Ω|=t,Ω�i

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1{aμ(Ω) = 1} + · · ·+
1{aμ(Ω) = ζ̂(Ω, i)}, ζ(Ω, i) ≤ s

1{aμ(Ω) = ζ(Ω, i) − s + 1} + · · ·+
1{aμ(Ω) = ζ̂(Ω, i)}, ζ(Ω, i) > s

⎞
⎟⎟⎟⎟⎠

(mod 2).

1 is the indicator function. For a given a = 0, 1, . . . , l − 1,
aω, aω−1, . . . , a1 be the digits of its expansion in the base
of t + 2 − s. μ be a bijection between the set of t-subsets
{Ω : Ω ⊆ [n], |Ω| = t} and the numbers {1, 2, . . . , ω} as
follows,

μ({it, it−1, . . . , i1}) =
t−1∑
j=0

(
it−j − 1

t − j

)
,

where n ≥ it > it−1 > · · · > i1 ≥ 1, and we use the
convention that

(
i1
i2

)
= 0 if i1 < i2. For a set Ω ⊆ [n] and

an element i ∈ Ω, let ζ(Ω, i) = |{j : j ∈ Ω, j ≤ i}| be the
number of elements in Ω which are not greater than i and
ζ̂(Ω, i) = min{ζ(Ω, i), t − s + 1}.

For a given u = 0, 1, . . . , t − s + 1, let a(i, u) :=
(aω, . . . , ai+1, u, ai−1, . . . , a1). For i ∈ [n], u ∈ [t − s + 1],
and any a ∈ {0, 1, . . . , l − 1}, we define σi,a(μ(Ω),u) =
ci,a(μ(Ω),0) + ci,a(μ(Ω),u). The following Lemma will show
the obtained information from the download step, which helps
state the repair process.

Lemma 1: Let Ω = {ij}j∈[t] be the set of failed nodes. For
any set of helper nodes R ⊆ [n]\Ω, where |R| = k + s,
u ∈ [t − s + 1] and a ∈ {0, 1, . . . , l − 1}, the values
of ciu,a(μ(Ω),0), ciu,a(μ(Ω),u), ciu+1,a(μ(Ω),0), ciu+1,a(μ(Ω),u),
. . . , ciu+s−1,a(μ(Ω),0), ciu+s−1,a(μ(Ω),u), and {σi,a(μ(Ω),u) :
i ∈ Ω\{iu, iu+1, . . . , iu+s−1}} are uniquely determined by
{σi,a(μ(Ω),u) : i ∈ R}.
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Proof: The parity-check equations corresponding to the
row labeled by a(μ(Ω), 0), a(μ(Ω), 1), . . . , a(μ(Ω), t− s + 1)
can be rewritten as

n∑
i=1

κp
i,υ(i,a(μ(Ω),u))ci,a(μ(Ω),u) = 0,

where p = 0, 1, . . . , r − 1, u = 0, 1, . . . , t − s + 1.
According to the definition of function υ, if i /∈ Ω, the value

of υ(i, a) does not depend on the digit of a at the position
μ(Ω). Therefore, for any a ∈ {0, 1, . . . , l − 1},

υ(i, a(μ(Ω), 0)) = υ(i, a(μ(Ω), 1)) = · · ·
= υ(i, a(μ(Ω), t − s + 1)), i ∈ [n]\Ω.

Likewise, for ij ∈ Ω and j ∈ [t], we have

υ(ij , a(μ(Ω), 0)) = υ(ij , a(μ(Ω), u)),
u ∈ [t − s + 1], j ∈ [t]\u − 1 + [s],

υ(ij , a(μ(Ω), 0)) �= υ(ij , a(μ(Ω), u)),
u ∈ [t − s + 1], j ∈ u − 1 + [s].

Here, we define

κi : = κi,υ(i,a(μ(Ω),0)) = · · · = κi,υ(i,a(μ(Ω),t−s+1)),

i ∈ [n]\Ω,

κ�
ij ,0 : = κij ,υ(ij ,a(μ(Ω),0)) = κij ,υ(ij ,a(μ(Ω),u)),

u ∈ [t − s + 1], j ∈ [t]\u − 1 + [s],
κ�

ij ,1 : = κij ,υ(ij ,a(μ(Ω),u)),

u ∈ [t − s + 1], j ∈ u − 1 + [s].

Since the elements κ�
i1,0, κ

�
i2,0, . . . , κ

�
it,0, κ

�
i1,1, κ

�
i2,1, . . . , κ

�
it,1

and κi are all distinct,

t∑
j=1

(κ�
ij ,0)

pcij ,a(μ(Ω),0) +
∑

i∈[n]\Ω
κp

i ci,a(μ(Ω),0) = 0,

u+s−1∑
j=u

(κ�
ij ,1)

pcij ,a(μ(Ω),u) +
∑

j∈[t]\
{u−1+[s]}

(κ�
ij ,0)

pcij ,a(μ(Ω),u)

+
∑

i∈[n]\Ω
κp

i ci,a(μ(Ω),u) = 0,

where p = 0, 1, . . . , r − 1 and u = 1, 2, . . . , t − s + 1.
Since the above equations have the same form as those
defined in (2) and (3), this Lemma follows immediately from
Corollary 1.

The repair process involves two steps, download and partial
collaboration, which are described below.

Download: Each failed node Cij , where j ∈ [t − s + 1],
downloads {σi,a(μ(Ω),j) : aμ(Ω) = 0} from helper nodes
Ci, where i ∈ R, R ⊆ [n] \ Ω and |R| = d = k +
s, while the other failed nodes Cit−s+2 , . . . , Cit download
{σi,a(μ(Ω),t−s+1) : aμ(Ω) = 0, i ∈ R}. In the download
process, each failed node downloads (k + s) l

t−s+2 symbols.
Based on Lemma 1, failed node Cij where j ∈ [t − s +
1], knows the values of {cij ,a, . . . , cij+s−1,a : aμ(Ω) =
0}, {cij,a(μ(Ω),j), . . . , cij+s−1,a(μ(Ω),j) : aμ(Ω) = 0} and

{σij′ ,a(μ(Ω),j) : aμ(Ω) = 0, j� ∈ [t]\j − 1 + [s]}. Nodes
Cit−s+2 , . . . , Cit obtain the same information as node Cit−s+1 .

Partial Collaboration: The failed nodes Cij , where j ∈
[t − s + 1], download {σij ,a(μ(Ω),j′) : aμ(Ω) = 0} from the
nodes Cij′ , where j� ∈ [t − s + 1]\{j}, and the failed nodes
Cij , where j ∈ {t − s + 2, . . . , t}, download {σij ,a(μ(Ω),j′) :
aμ(Ω) = 0} from the nodes Cij′ , where j� ∈ [t − s]. In the
collaboration process, each failed node Cij , where j ∈ [t],
downloads (t − s) l

t−s+2 symbols, and knows the values of
{cij ,a(μ(Ω),0), cij ,a(μ(Ω),1), . . . , cij ,a(μ(Ω),t−s+1) : aμ(Ω) = 0}.
Therefore, Cij , where j ∈ [t], can recover all its coordinates.

The following example illustrates the above code construc-
tion and its repair process.

Example 1: Consider an MDS array code with parameters:
n = 7, t = 3, s = 2, ω = 35 and l = (t − s + 2)ω =
3ω. Let Ω = {5, 4, 1} denote the set of failed nodes, then
μ({5, 4, 1}) = 8. We partition the coordinates of a node into
l/3 groups of size 3, where each group is formed by the coor-
dinates with indices a(8, 0), a(8, 1) and a(8, 2), respectively.

For p = 0, 1, 2, . . . , r − 1 and u = 0, 1, 2, the parity-check
equations become

n∑
i=1

κp
i,υ(i,a(8,u))ci,a(8,u) = 0.

According to the definition of function υ, if i /∈ Ω,
the value of υ(i, a) does not depend on the digit of
a in position 8. Thus, for i ∈ [n]\{5, 4, 1}, we have
υ(i, a(8, 0)) = υ(i, a(8, 1)) = υ(i, a(8, 2)). For simplicity, let
κi := κi,υ(i,a(8,0)) = κi,υ(i,a(8,1)) = κi,υ(i,a(8,2)).

For ij ∈ Ω, let Ψj = {Ω� : ij ∈ Ω�, |Ω�| = t, Ω� �= Ω}. For
υ(i, a), when i = 1, we can have

υ(1, a)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1{a8 = 1} +

∑
Ω′∈Ψ1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1{aμ(Ω′) = 1}+· · ·+
1{aμ(Ω′) = ζ̂(Ω�, i)},

ζ(Ω�, i) ≤ s

1{aμ(Ω′) = ζ(Ω�, i) − s + 1}
+· · · + 1{aμ(Ω′) = ζ̂(Ω�, i)},

ζ(Ω�, i) > s

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(mod 2).

For each group, a(8, 0), a(8, 1) and a(8, 2) only have different
digits at position 8. The difference of the value of υ in a
group depends on whether a8 is equal to 1 and we have

υ(1, a(8, 0)) = υ(1, a(8, 2)), υ(1, a(8, 0)) �= υ(1, a(8, 1)).

For simplicity, let

κ�
1,0 := κ1,υ(1,a(8,0)) = κ1,υ(1,a(8,2)), κ�

1,1 := κ1,υ(1,a(8,1)).

Similarly, when i = 4 and i = 5, we can have

κ�
4,0 : = κ4,υ(4,a(8,0)), κ�

4,1 := κ4,υ(4,a(8,1)) = κ4,υ(4,a(8,2)),

κ�
5,0 : = κ5,υ(5,a(8,0)) = κ5,υ(5,a(8,1)), κ�

5,1 := κ5,υ(5,a(8,2)).
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TABLE I

THE REPAIR PROCESS

Fig. 1. Comparison of the repair bandwidth between code proposed in
Section III and MSPR point for s = 2. When t grows, the repair bandwidth
of the constructed code appoaches the MSPR point asymptotically.

Therefore, for p = 0, 1, . . . , r − 1, the parity-check equations
become

(κ�
1,0)

pc1,a(8,0) + (κ�
4,0)

pc4,a(8,0) + (κ�
5,0)

pc5,a(8,0)

+
∑

i∈[n]\Ω
κp

i ci,a(8,0) = 0,

(κ�
1,1)

pc1,a(8,1) + (κ�
4,1)

pc4,a(8,1) + (κ�
5,0)

pc5,a(8,1)

+
∑

i∈[n]\Ω
κp

i ci,a(8,1) = 0,

(κ�
1,0)

pc2,a(8,2) + (κ�
4,1)

pc3,a(8,2) + (κ�
5,1)

pc5,a(8,2)

+
∑

i∈[n]\Ω
κp

i ci,a(8,2) = 0.

Table I shows the downloaded information of each failed node,
the obtained information after the download process and the
exchanged information in the partial collaboration process.

IV. ACHIEVABILITY OF THE MINIMUM STORAGE

The code construction of Section III has α = l and d =
k + s. In the repair process, each failed node downloads β =

l
t−s+2 symbols from each of the d nodes, and then downloads
β� = l

t−s+2 symbols from each of the other t − s repairing
nodes. Therefore, the total repair bandwidth is

γ0 = dβ + (t − s)β� = (k + t)
l

t − s + 2
.

Note that at the MSPR point, where αMSPR = l and d =
k + s, the repair bandwidth γMSPR should satisfy

γMSPR =
(d + t − s)l

d − k + t − s + 1
= (k + t)

l

t + 1
.

Therefore, the repair bandwidth of the constructed code is

γ0 = (1 +
s − 1

t − s + 2
)γMSPR.

It can be seen that for a fixed s (1 < s < t), when t grows, the
repair bandwidth γ0 approaches the repair bandwidth γMSPR

at the MSPR point asymptotically, which is demonstrated by
Fig. 1.

V. CONCLUSION

This letter has proposed a code construction allowing partial
collaboration based on MDS array codes for d > k. As
the number of failures grows, the repair bandwidth of our
construction approaches the MSPR point asymptotically. One
of the remaining open problems is to construct codes allowing
partial collaboration for d > k to achieve the MSPR point.
Existing work for caching with partial failure repair, e.g. [14],
may help solve the challenge. This will be part of our future
work. It should also be pointed out that the construction
has a large node size l, which still distances this proposal
from the current art of practical implementation. However,
this construction provides a possible solution for systems with
d > k, while further reducing the node size complements our
future work.
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