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Distributed Amplify-and-Forward Cooperation
Through Message Partitioning

Li Chen, Member, IEEE, Rolando Carrasco, and Ian Wassell

Abstract—This paper proposes a message partitioning-based
distributed amplify-and-forward (MPDAF) cooperative scheme.
In this scheme, the message transmitted by a user is partitioned
into several equal parts, each of which will be relayed by a
different user. It enables the cooperative users to share the relaying
burden in a distributed network. As a result, each cooperative
user deploys half of its transmission for broadcasting and the
other half for relaying, maintaining both the degree of its broad-
casting transmission and the spectral efficiency. Since cooperation
does not require decoding and encoding processes at the relays,
the system complexity of the MPDAF scheme is less than that
of the space-time-coded (STC) distributed cooperative scheme,
but some additional effort is required to achieve signal timing
synchronization. Information theoretic analysis of the proposed
scheme shows that it can achieve the same diversity—multiplexing
tradeoff (DMT) performance bound as the STC scheme, achieving
extra diversity gain without affecting its multiplexing gain. It is
superior to the existing repetition-based distributed cooperative
scheme. The scheme’s outage performance substantiates this claim
by showing that a significant diversity gain can be achieved. The
impact of the MPDAF scheme when used in a practical coded sys-
tem is analyzed, and it is shown that a diversity gain on the order
of the number of relays can be achieved. We present simulation
results for an MPDAF scheme employing the spectrally efficient
bit-interleaved coded modulation and show that a significant di-
versity gain can be also achieved in a practical coded system.

Index Terms—Amplify-and-forward (AF), distributed coopera-
tion, diversity—-multiplexing tradeoff (DMT), outage probability.

I. INTRODUCTION

PATIAL diversity is a crucial technique to improve com-

munication quality over wireless fading channels. Con-
cepts such as multiple-input—multiple-output systems [1] and
user cooperation [2]-[4] have been introduced, owing to their
ability to utilize spatial diversity and, thus, improve system
performance. Among them, user cooperation can be applied
more widely since it does not rely on the implementation of
multiple antennas. A complete cooperative process consists of
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two transmissions occurring in two orthogonal time slots (TSs),
namely, broadcasting transmission for source S to transmit its
own message to signal destination D and relaying transmission
for relay R to retransmit S’s message to D. It creates a vir-
tual multiple transmit antenna array. A number of cooperative
schemes exist, for example, amplify-and-forward (AF) [4], [5]
and decode-and-forward (DF) [2]-[4], [6], [7].

Laneman and Wornell [8] showed that system performance
can be enhanced if cooperation is performed in a distributed
manner. There are two main types of distributed cooperation,
namely, repetition-based cooperation [9], [10] and space—time
coded (STC) cooperation [11], [12]. In repetition-based co-
operation, a number of users R take turns to retransmit S’s
message using either the AF or the DF mode, whereas for STC
cooperation, a number of users R can simultaneously retransmit
S’s message assisted by an STC and operating in the DF mode.
They all achieve a diversity gain on the order of the number
of users R. Notice that, in this paper, we assume that the
repetition-based distributed cooperation scheme is operating
in the AF mode, which is denoted RDAF, since operating
in the DF mode would incur high system complexity. With
similar complexity, one could use STC cooperation instead
and achieve a better performance, further reducing the moti-
vation of using repetition-based cooperation in the DF mode.
These schemes require multiple users for signal retransmission.
However, distributed cooperation does not necessarily require
constant engagement of multiple users. Bletsas er al. [13], [14]
later showed that given a number of candidate users always se-
lecting the best user for signal retransmission will also achieve
the same diversity gain as the schemes presented in [8]. This
approach is known as opportunistic cooperation. However, it
requires more channel state information (CSI) to be available
in the relays and also coordination of action between the relays.
Consequently, opportunistic cooperation is not considered in
this paper.

To clarify the motivation of this paper, we now give two
definitions.

Definition I: In a cooperative network, a user’s transmission
freedom is defined as the ratio of the broadcasting transmission
resource employed by a user in a particular cooperative scheme
to that employed in a noncooperative scheme.

From this definition, it is shown that each user will have to
sacrifice its usage of the channel, allowing others to relay its
signal. User cooperation introduces a diversity gain; however,
it will also result in a loss of transmission freedom, which can
be interpreted as a loss of the achievable multiplexing gain [9],
[15]. It is important to point out that later research on exploring
the multiplexing gain by releasing the orthogonal constraint
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Fig. 1. Channel usage of different distributed cooperative schemes.
(a) noncooperation. (b) RDAF cooperation. (¢c) STC cooperation. (d) MPDAF
cooperation.

between broadcasting transmission and relaying transmission
has been proposed in [9], [10], and [16]. However, releasing
the orthogonal constraint is beyond the scope of our paper. This
is due to two reasons. First, time orthogonal transmission is a
common assumption in most of the multiuser systems. Second,
we intend to maintain not only the transmission freedom but
also the user spectral efficiency. For generality, we apply the
orthogonal constraint for this paper.

Definition II: In a cooperative network, a user’s spectral
efficiency is defined as the number of its own information bits
carried by each of its transmitted symbols. It is denoted by I'.

In cooperative communications, one user will transmit
its own information during broadcasting transmission while
transmitting others’ information during relaying transmission.
Clearly, this will potentially lower the spectral efficiency of
each user. We denote the number of one’s own symbols trans-
mitted in the broadcast interval and the number of symbols
transmitted in the relay interval by St and Sgr, respectively.
In a coded cooperative system that employs an error-correction
code of rate § and a modulation scheme of order m (e.g., m = 2
for quadrature phase-shift keying (QPSK) and m =4 for
16-quadrature-amplitude modulation), the user spectral effi-
ciency can be determined by

HmSBT

= —————— bits/symbol. (D)
Spr + Skr Y

Note that, in the case of noncooperation, Sgr = 0, and
thus, I' = Om bits/symbol. However, user cooperation enforces
Srr # 0 and results in a loss of spectral efficiency. This prob-
lem was first addressed in [17] and [18] by using trellis-coded
and high-order modulation schemes to compensate for the loss.

Fig. 1(a)—(c) shows the usage of a time orthogonal channel
in noncooperation, RDAF cooperation, and STC cooperation,
respectively, for a network of three users (S, Ry, and R»).
Notice that each user operates with the half-duplex constraint.
In RDAF cooperation, each user can only use one third of their
transmission compared with that for noncooperation for its own
broadcasting, leaving two thirds available for relaying. Conse-
quently, its achievable multiplexing gain is decreased to one
third. The multiplexing gain will be further decreased as more
cooperative users are involved. Therefore, while maintaining
a certain transmission rate, the RDAF scheme cannot always

3055

provide a performance enhancement by simply increasing the
number of relays. This issue is confirmed by the outage proba-
bility results in [8]. For STC cooperation, a user can always use
half of its transmission compared with that for noncooperation
for broadcasting its own data. Hence, increasing the number
of cooperative users will not affect the achievable multiplexing
gain, and performance can be enhanced. However, since STC
cooperation is performed using the DF mode that necessitates
decoding and encoding at the relays, its performance enhance-
ment is at a significant cost in terms of system complexity. From
the aspect of spectral efficiency, both RDAF and STC schemes
have Sgr = NSpT, and N is the total number of relays in the
network, giving I' = m /(N + 1). Therefore, for both of these
schemes, distributed cooperation is at the cost of reduced user
spectral efficiency.

Based on these arguments, it is desirable to have a distributed
cooperative scheme that can maintain both the transmission
freedom and the user spectral efficiency while at the same time
having low implementation complexity. The proposed mes-
sage partitioning-based distributed AF (MPDAF) cooperative
scheme achieves this by partitioning the transmitted message
into several equal parts, each of which is relayed by a dif-
ferent user in the network. The channel usage of an MPDAF
scheme with three cooperative users is indicated in Fig. 1(d),
where it is shown that each user always maintains half of its
transmission for broadcasting, keeping a constant transmission
freedom regardless of the number of relays. Due to the fact that
each user only retransmits parts of others’ signal, the MPDAF
scheme yields Spr = Srr and has spectral efficiency that is
always maintained at I" = #m /2. Hence, it has better spectral
efficiency than the existing RDAF and STC schemes. Since
relays only retransmit the message using the AF mode, it has
system complexity that is lower than that of the STC scheme.
However, extra effort is required concerning the medium-access
control (MAC) layer signal format to enable both signal recog-
nition and user time synchronization. To validate the advantage
of the MPDAF scheme, we investigate its performance from
both information theoretic and practical communication system
aspects. We first analyze the diversity—multiplexing tradeoff
(DMT) characteristics of the MPDAF scheme, which quantifies
the balance between the achievable diversity gain and the
multiplexing gain. It is proved that the proposed scheme can
achieve further diversity gain without affecting its multiplexing
gain. This DMT analysis is supported by our numerical results
in terms of the outage probability. We then analyze the impact
of the proposed MPDAF scheme on a coded communication
system by deriving the achievable diversity gain. Finally, we
propose a coded cooperative system that combines the spectral
efficient bit-interleaved coded modulation (BICM) with the
proposed MPDAF scheme, aiming to validate the theoretical
analysis. Earlier results from the research conducted in this area
were presented by the authors in [19] and [20]. Compared with
the previous work, this paper provides a consolidated analysis
by theoretically validating the achievable diversity gain of a
coded system [19] and proving that the DMT upper bound
shown in [20] can be achieved.

The rest of this paper is organized as follows. Section II
presents the preliminaries for this paper. Section III presents
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the system model of the MPDAF scheme. Section IV presents
the DMT analysis of the scheme. Section V investigates the
impact of the proposed scheme on a practical coded system and
proposes a BICM-coded MPDAF system. Finally, Section VI
concludes this paper.

II. PRELIMINARY

This section presents the preliminaries and defines the para-
meters that are used throughout this paper.

To simplify our analysis, the cooperative network is assumed
to be symmetric, i.e., each channel has a similar quality, as
measured by its signal-to-noise ratio (SNR), i.e.,

p=— @)
o

where ¢ denotes the average transmitted symbol energy for all
users. It is a normalized value as ¢ = 1, and o2 denotes the vari-
ance of noise at the receiver. All the channels of the cooperative
network are assumed to exhibit quasi-static Rayleigh fading and
are statistically independent, where fading coefficient « is a
complex Gaussian random variable with zero mean and unit
variance. The function 1/|«|? has an exponential order of § as
defined in [9]

log (|a\2)

0 =— lim
log p

p—00

3)

where the base of the logarithm is 2. Equation (3) can be
alternatively written as |a|? = p~%. Note that < and > are
similarly defined. If § > 0, its probability density function can
be written as [9]

ps=p . 4)

Definition I11: Consider a coded system operating at an SNR
of p, achieving a maximum-likelihood (ML) error probability
of Pr(p) and an average transmission rate of R(p) bits/s/Hz.
Its diversity gain d and multiplexing gain r are defined as [15]

et 12 (PE()

r = lim ) (5)
log p

p—oo logp’

pP—00

The derived relationship between d and r is known as the DMT,
which is denoted by d(r).

Let RY and RN+ denote the set of N real tuples and the
set of N nonnegative real tuples, respectively, and C*V denote
the set of IV complex tuples. Now, O denotes the set of outage
events, and its complementary set (set of nonoutage events) is
0¢, where O C RN, 0c C RN, 0t = ONRN+, and Ot =
O°¢ N RV+F. The DMT (i.e., d(r)) of a cooperative system with
N relays is upper bounded by [9], [15]

N
do =

e _ f 5. 16
(’I") > ao, (60,517--1-1716N)€O+jz::() ’ ( )

The probability Pp that the set of channel exponential orders
(00,01, - ..,0n) belongs to the set of outage events O is given
by Pp = p~%.
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Remark: For protocols A and B, if da (r) > dg(r) for all r,
it can be claimed that protocol A is superior to protocol B. In
other words, protocol A has an outage performance gain over
protocol B.

For a coherent linear Gaussian channel y = s + n, where
y € CV is the observed vector that consists of a signal compo-
nent s € CV and a noise component n € CV. Averaging over
the ensemble of random Gaussian codes, the pairwise error
probability of an ML decoder is upper bounded by

1 -1
Ppp < det (IN + 22@,}) (17

where Iy denotes the N x N identity matrix, and ¥4 and ¥,,
are the autocovariance matrices of vectors s and n, respec-
tively. For a matrix M, det(M), M, and M~ denote its
determinant, Hermitian conjugate, and inverse, respectively. In
addition, (u)™ = max{u, 0}, and (u)~ = min{u, 0}.

III. SYSTEM MODEL

This section presents descriptions for the MPDAF scheme at
both the physical and the MAC layers. In general, if an MPDAF
cooperative network has IV relays, the transmitted signal of .S
will be partitioned into N equal frames, each of which will be
relayed by a partner to D. For simplicity, the description of the
MPDAF system model is given for N = 2, although it can be
straightforwardly extended to a larger cooperative network.

A. Physical-Layer Signal Model

A complete cooperation process consists of two TSs, i.e.,
TS-I for S to broadcast its message and TS-II for relays to
retransmit S’s message. Before transmission, the transmitted
message of S is partitioned into two equal parts, as shown in
Fig. 2(a), where [ denotes the length of S’s message. In TS-I,
S transmits both parts of its message to D. Assuming R; and
Ry are perfectly synchronized with S, R; receives the first half
of S’s message, whereas Ry receives the second half. They
will then take turns to retransmit an amplified version of their
received message to D in TS-II. In the cooperative network, oy,
a1, and as denote the fading coefficients of the S—D, R1—D,
and Rs—D uplink channels, respectively, whereas v; and -
denote the fading coefficients of the S— R, and S— R, interuser
channels, respectively. This is indicated in Fig. 2(b).

In the following description, = denotes the transmitted sym-
bol, and yr and y1 denote the received symbols of the two TSs.
v, w1, and wy are the additive white Gaussian noise (AWGN)
components observed at D, Ry, and Rs, respectively. They are
modeled as zero-mean mutually independent complex random
sequences with variances o2, 02 , and 02, ,» respectively. The

(o3
v wq?
S'—D transmission in TS-I can be described as

yilk] = aox[k] + v]k], k=1,...,L (8)

In addition, in TS-I, R, receives the first half of S’s transmis-
sion, and R receives the second half.



CHEN et al.: DISTRIBUTED AF COOPERATION THROUGH MESSAGE PARTITIONING

Al 1 [ 2 [ |4 ]

/

A1 [ 2 [ e | 2 | [l - | 1]
(@)
The first half of TS-II
TS-1 °
<
" Y

)

Fig. 2. Cooperation process of the MPDAF scheme. (a) Message partitioning.
(b) Distributed cooperation.

TS-II is partitioned into two equal halves for relaying trans-
mission. In the first half, R; amplifies its received signal with
gain (31 and retransmits to D as [4]

yulk] = a1fr (mzlk] +wilk]) +olk +1], k=1,...,1/2.

€))

Similarly, in the second half, Rs retransmits S’s signal to D,
ie.,

ynlk]=az0s (yax[k]+wsalk]) +v[k +1], k=1/2+1,...,1.
(10)

In (9) and (10), the amplification gain is [4]

g
B< J————— t=12
' [vel2e + o3,

After the two TSs, user D employs the ML combiner [5],
[19] for combining y;[k] with yii[k], yielding the recovered
sequence y[k] (k =1,2,...,1). Decoding will be undertaken
to retrieve the transmitted information. It is assumed that D has
perfect CSI about the network.

(1)

B. MAC-Layer Signal Format

Acknowledging that the implementation of the MPDAF
scheme is based on the assumption of perfect synchronization
between all users, it is necessary to show a practical MAC-layer
signal format and to indicate how the proposed physical-layer
implementation can be realized.

The proposed MAC-layer signal format is based on the
standard IEEE 802.11 structure [21] and its extension to the
wireless cooperative network [22]. The MAC-layer frame trans-
mission sequence of the MPDAF scheme is shown in Fig. 3.
Prior to the data transmission, a handshaking process is required
to initiate cooperation. S sends the ready-to-send (RTS) frame
to D, Ry, and Ry. D then replies with a clear-to-send (CTS)
frame to S, Ry, and R. Finally, R, and R take turns replying
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Fig. 3. Frame transmission sequence for the MPDAF scheme.
RTS frame RTR frame
Frame |[Resv &| Dest [Source FCS TFrame |Resv &| Dest | Relay s
(Control | length | Add | Add Control | length [ Add | Add )
CTS frame
Fi R
rame Resv & | Dest FCS
Control | length | Add
DATA frame of Source
Frame .| Dest |Source Seq  |Relay 1 . Relay 2 .
Control [Duration| Add Add HCS |BSSID Control| Add Frame Body 1 Frame Body 2 | FCS
\ Identity Subheader /

_—
MAC Tcader

DATA frame of Relays

Dest
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Frame
Control

Relay
Add

Seq

TICS |BSSID
Control

Duration|

Frame Body TCS ‘

Tdentity Subhcader
MAC Tleader

Fig. 4. MAC-layer frame format for the MPDAF scheme.

with a ready-to-relay (RTR) frame to both S and D. It is as-
sumed that a coordination agreement has been reached between
Ry and Rj for the order of reaction and retransmission. Notice
that a short interframe space (SIFS) exists between the frames.
The handshaking process also enables both channel and storage
reservation. In the meantime, the CSI of the interuser channels
is obtained at the relays, and the CSI of both the interuser and
uplink channels is obtained at D. Data transmission from S
and retransmissions from the relays will then take place over
orthogonal TSs. Upon receiving the DATA frame from Ro, D
will send out an acknowledgement (ACK) frame to S, Ry, and
R, acknowledging the successful receipt of all the frames and
canceling all the channel reservations.

To clarify the realization of message partitioning relaying
and user synchronization, Fig. 4 shows the MAC-layer frame
format for the RTS, CTS, RTR, and DATA frames. Each of
the frames is encapsulated by the frame control sequence and
the frame check sequence (FCS) to identify the type of the
frame and the end of the frame, respectively. The frames also
contain the addresses of the sender and the receiver. In the RTS
frame, a subfield is used to reserve the channel and the memory
requirement at D and the relays for storing the received signal.
For example, according to the MPDAF physical-layer signal
model that was previously described, a memory of [ symbols
is reserved at D, and a memory of [/2 symbols is reserved
at the relays. The RTR frames also contain a similar subfield
indicating the memory requirement at D. For the DATA frames,
the frame body carries the intended message, whereas the MAC
header carries other necessary identity and network informa-
tion. Within the MAC header, an identity subheader containing
the addresses of the sender and the receiver, the duration of
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the frame, and the header check sequence (HCS) to enable
confirmation of correct reception of the identity information
is included. The basic service set identification (BSSID) and
sequence control are used for network identification and du-
plicated frame detection, respectively. For the DATA frame
of S, the frame body is partitioned into two equal halves,
each of which begins with a relay address subfield. This relay
address indicates which relay shall listen to the following frame
body. At the same time, it also enables D to know how to
combine the frame bodies of the DATA frames from S and the
relays. After receiving the two DATA frames from the relays,
D can perform ML combining by matching the relay addresses
of the S’s DATA frame and the relays’ DATA frames. For
example, frame bodies 1 and 2 are to be combined with the
frame bodies sent by R; and Rj, respectively. Therefore, like
most of the AF-type cooperative schemes, the MPDAF scheme
has memory requirements at the relays to store the received
symbols for retransmission, which is not the case for the STC
scheme. Compared with the STC scheme, the advantage of the
proposed scheme is that it does not need to perform decoding
and reencoding of the data frames at the relays. However, it
does require a more sophisticated MAC-layer signal format to
enable signal recognition and user time synchronization.

IV. DIVERSITY-MULTIPLEXING TRADEOFF

This section analyzes the DMT characteristics of the pro-
posed scheme. It is achieved through modeling its outage
behavior and then determining its asymptotic characteristics
with p — oco. For both clarity and simplicity, we will again
start by analyzing a scheme with two relays and then extend
it to a general situation with an arbitrary number N (N > 2) of
relays.

A. Outage Behavior

To analyze the outage behavior of the MPDAF scheme, we
will formalize the physical-layer signal model described in
Section III-A into a matrix form. For k£ = 1 to [ /2, we have

[i@}]z{al%m}ﬂk]%é aloﬁl (1)] vlzjl[ﬁ]

[k +1]
G, T, N
(12)
whereas for k = 1/2 4+ 1,...,1, we have
(K]
yl[k]}[ o ] {1 0 0] Y
[yn[k] [ 2fy2 olk] + 0 agfs 1 vi[‘;gl_f]l]
G T
2 2 N
(13)

The mutual information on the MPDAF scheme is

= —1
I-; tz::llog det |I +G,G{' (TiE [N:NJ] TfT) |

(14)
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where

|Oéo|2

GtGH _ aoarﬂt%*
t OZBOétﬁt%

o2 B7 e

2 0
TE NN v = | % :
BN = [T o et
Substituting these results into (14) and performing a few alge-
braic manipulations, it can be determined that

2
! |ao|*e | |* B 1y |*e
T=- 1 1 . 15
2;0%( + o2 +0'12)+|04t|26t20'12ut (15)

v

When 3; meets the equality of (11) and in a symmetric network
(e/o?) = (¢/02,) = (¢/o?,,) = p, (15) can be simplified to

l 2
I=5 log(L+laofo+f (Joul*p. [e*0))  (16)

t=1

where f(w, 0) = wp/(w+ 0+ 1), and w and p are random
variables.

If the MPDAF system achieves a transmission rate of R
bits/s/Hz for two TSs, during which 2/ symbols are transmitted,
its outage probability is determined by

Po = Pr|Z < 2IR). (17)
By substituting (16) into (17), we can derive the outage proba-
bility of the MPDAF scheme as

2
Po=Pr [T (@ +leolp+ f (lel?p, |3e|?p)) <247

t=1

(18)

Using the same methodology, these results can be gen-
eralized for an MPDAF system having an arbitrary number
N (N > 2) of relays as

N
Pr lH (1+ a0l + f (JeulPp, [nel?p)) < 22MF
t=1
19)

Po

B. DMT

Building upon the outage probability model, this section will
analyze the DMT characteristics of the scheme, aiming to reveal
its advantages over the RDAF scheme in [8].

To determine a scheme’s DMT performance, we shall de-
termine both its upper and lower bounds. Since both d and r
describe the system’s asymptotic characteristics with p — oo,
to analyze d(r) for the proposed scheme, we shall also analyze
the asymptotic behavior of mutual information Z. According to
(6), the exponential orders of the fading coefficients define the
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upper bound of the scheme’s DMT performance. Based on (15),
it is shown that

lim
p—oc log p

. || * B 1vel*p
=1 1 1
~ oo 210g Z o8 ( +laol*p + 1+ |u|?f702, [o?

(20)

When p — 00, |ap|? = p %0, |oy|? =p 9, and |y|? =

p~%. Equation (11) indicates that 32 < 1/|v,|?, and hence,

08, < 0+,. It is assumed that (3, is specifically chosen such

that d3, = (0,,)”. Under the condition of (0q,,0a,,0~, (t=

1,2)) € R, 63, = 0, and hence, 37 = 1. Furthermore, under

the symmetric condition, o2, /o2 = 1. As a result, (20) simpli-

fies to

I _ 137 log (14 pt%0 4 pl=(Gar+dn))

i . (21
pl—>nolo log p 2log p 2D

It can be further approximated as

2 +
T l 1 oo log plt=(ar+0y,)

lim & Z max ogp’ e , o8P !

p—oologp 2 f log p log p

t—
12

=>> (max{l —do,,1— (da, +6,)P)". (22)
t=1

2

Equation (22) links the mutual information with the exponential
order of each channel. The set of outage events is defined as the
set of instantaneous channel realizations in which its mutual
information falls below its transmission rate, i.e.,

O ={(day,0a,,0, (t=1,2)) | Z < 2IR)}. (23)

Based on (22) and knowing R = rlog p, we can further define

o= v{ (g Gary» 0, (t=1,2)) € ROT

2

Z (max {1—0q4,4, 1

t=1

- (60tt +6’Yt)})+ <d4r }
(24)

According to (6), the DMT upper bound of the MPDAF (N =
2) scheme can be derived as

do(r) =

which also defines the lower bound of error probability as
PE(p)éPo = p~%(") [15]. Now, we have to determine the
upper bound of Pg(p), through which the lower bound of the
scheme’s DMT performance can be defined.

Let Pg 0 and Pg o- denote the error probabilities under the
outage and nonoutage events, respectively. Now, Pg o denotes
the conditional error probability under the outage events, and
Pg(p) can be upper bounded by

Pg(p)

(1-2n)" + (24T =301-2)" (25

= Pg.o + Pg,0oc = PgjoPo + Pe,o- < Po + Pg,o-.

(26)
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The conditional averaged pairwise error probability of the
scheme is determined by

PPEMO@MW (t=1,2) :PPE\ao,ath ) PPE\CYO,OQ,W

2 1 —1/2
< [ det <12 + 22&2;1) (27)
t=1
where
2 * *
Zs — *|040‘ aOO‘tﬁt'}/t ] e 28
' |:04004tﬁt'7t || B8 || 8
o2 0
= [T ot ot | )
Therefore
PPE‘amOlt;’Yt (t=1,2)
~1/2
H |040\2 | |* B || *e . (30)
Pl 202 2 (02 4 |0y |?BE02,)
Its asymptotic behavior can be derived as
108 PP 6,0y 60,04, (t=1,2)
p—00 log p
12
<-3 > (max {1 = da,, 1 = (da, +65,)P)F. (B
t=1

or alternatively

PPE\éuo gy (e=1,2) épié Zle (max{1-6a¢,1-(6a; +0+, )})+ .
/ (32)

Transmitting 2/ symbols at a rate of R = rlog(p), the total
number of possible codewords is p>"'. The conditional error
probability can therefore be determined by

PE5ay 00,00, (1=1.2) = PPBI60y 60,0, (t=12) 07 (33)
and hence
P50y 80,05, (t=1,2)
. 1 2 +
§p7§ [thl(max{lféao,lf(ﬁat +57t)}) 74r] . (34)

According to (4), with (8ay,04,,0, (t=1,2)) € R>" and
p — 00, we have Pr o- upper bounded as

Pgo- = / PEI5.y 60,04, (t=1,2)
Oc+t

- pOe0 001 00r =0 =02 4§, dS,dd., dJ,

< / p~ 48y, ddw, b, dd., dd,, 35)
oc+
and
2
+
de (7’ 5 [; max {]- a07 (5041 + 5’#)}) —4r

4 Gag + 0oy + 0y + 065, + 6., (36)
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Since Pg - is dominated by the minimum value of d.(r), if
we let

d.(r) = inf de(r) (37
(Sag 0ay 0y, (t=1,2))€0F
then
Ppoe < p~ %) (38)

Based on (24), the complementary set of O™ is given as

o= { (5a0760¢u6% (t=1,2)) € RT*

2
> (max {1—0a,, 1= (8a, +65,)}) " > 4r } (39)

t=1

indicating in (36) that (1/2)[>.7_, (max{1l — duy, 1 — (6, +
6+,)})" — 4r] > 0. Based on the definition of dy(r), we know

do(r)=

inf

(60‘0 +6a1 +6a2 +6’Yl +5’72)
(a9 :0a; 6+, (t=1,2))€0+

and hence

dy(r) > do(r). (40)

As a result

Pg,oc < Po (41)
which indicates that the Pg(p) upper bound defined by (26) can
be further simplified as

Pg(p) < Po. (42)

Therefore, do(r) of (25) is also a DMT lower bound of the
MPDAF scheme. In conclusion, the DMT performance of the
MPDAF scheme with N = 2 is characterized by
d(r) =3(1—2r)". 43)

Following a similar methodology, it is straightforward to
extend the aforementioned result to an MPDAF scheme with
an arbitrary number N (N > 2) of relays, giving
d(r) = (N+1)(1—2r)". (44)

Equation (43) indicates that no matter how many relays are
involved in the signal retransmission, a maximal multiplexing
gain of 0.5 is always maintained. It is the best achievable
multiplexing gain of a cooperative scheme with the orthogonal
constraint. Its DMT performance is identical to the STC scheme
in [8], revealing how one can achieve the DMT performance
bound of the STC scheme without necessitating decoding and
encoding at the relays. In contrast to the RDAF scheme in [8],
the proposed scheme can achieve a diversity gain on the order
of the number of relays without affecting the multiplexing gain.
Fig. 5 shows the DMT performance of the MPDAF (N = 2)
scheme. It can achieve a maximal diversity gain of 3 and a max-
imal multiplexing gain of 0.5. In comparison with the RDAF
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Fig. 5. DMT performance of the MPDAF scheme (N = 2).
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Fig. 6. Outage probability performance of the MPDAF scheme (R =
1 bit/s/Hz and R = 2 bits/s/Hz).

schemes, MPDAF (N = 2) achieves the same maximal multi-
plexing gain as RDAF (N = 1) and the same maximal diversity
gain as RDAF (N = 2). Overall, the DMT curve of MPDAF
(N = 2) lies above those of both RDAF (N = 1) and RDAF
(N = 2). Recalling the Remark of Section II, consequently, we
can expect that MPDAF (N = 2) can outperform the RDAF
schemes with N =1 and 2. Fig. 6 substantiates this claim by
showing the outage performance. The MPDAF scheme’s outage
probability is achieved by evaluating the probability model
of (18), whereas the RDAF scheme’s outage probability is
obtained by the probability model in [4] and [8]. It is shown that
the MPDAF scheme can significantly outperform the RDAF
scheme. With the same number of relays N = 2, the MPDAF
scheme achieves a larger performance gain over RDAF at the
higher transmission rate of R = 2.

Fig. 7 shows the DMT performance of the MPDAF scheme
with N = 2—5. It can be observed that, by increasing the
number of relays, its maximal multiplexing gain remains
unchanged, but its maximal diversity gain is accordingly in-
creased. However, for the RDAF scheme, the additional di-
versity gain is created at the cost of reduced multiplexing
gain. Since increasing /N cannot provide a DMT improvement
(losing the multiplexing gain), neither can it guarantee an
outage performance improvement. Again, the outage perfor-
mance in Fig. 8 substantiates the DMT characteristics shown in
Fig. 7, showing that the MPDAF scheme can maintain a stable
performance improvement as the number of relays is increased.
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Howeyver, it is not the case for the RDAF scheme over the low-
to-medium SNR region. These results reveal how to achieve a
stable performance improvement in a large distributed network
without the necessity of having to perform the DF operation in
the relays.

It is worthwhile to mention that the outage probability and
DMT performance conclusions are reached with the symmetric
network assumption. However, the results we have obtained
can be applied to a more realistic situation where each channel
has a different SNR. For example, in (16), (18), and (19), one
should only replace the common p value by a set of individual
p values for the corresponding channels. Letting pn,, Pa,
and p,, denote the SNR values of the S—D, R;,—D, and
S—R; channels, respectively, the outage probability (19) can
be rewritten as

N

Po=Pr|[](1+lc0l?pag + f (Jae* ey 1105, ) ) <22V E
t=1

Since the DMT performance bound is derived from the as-
ymptotic situation where p — oo, it will therefore remain un-
changed when a realistic situation is concerned.

V. IMPACT ON A CODED SYSTEM

Based on the previous information theoretic analysis, this
section will analyze the proposed scheme’s impact on a prac-
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tical coded system. The widely used trellis code is chosen
for our investigation. Through analyzing the coded system’s
pairwise error probability, it is shown that the MPDAF scheme
can indeed provide a full diversity gain for the coded system.
Use of the BICM scheme is proposed for the MPDAF system,
and our simulation results show that a significant diversity gain
can be achieved for a coded system.

A. System Performance Assessment

This section will analyze the pairwise error probability for
a coded MPDAF system. Since the cooperative system can be
also interpreted as a multiple-input—single-output (MISO) sys-
tem, a representation of the MPDAF system can be simplified
into a MISO arrangement, as shown in Fig. 9. Equivalently,
there are NV + 1 transmit antennas representing the antennas
of Sand R; (i =1,...,N) and one receive antenna repre-
senting the antenna of D. The S—R—D channel gains can
be equivalently expressed as a1 3171, @28272, ..., ANBNYN-
The N + 1 antennas transmit through orthogonal TSs to avoid
interuser interference; therefore, the performance assessment
methodology of a MISO system [23] can be applied to analyze
the proposed scheme.

For consistency, we are still considering a coded MPDAF
system with two relays, i.e., N = 2. Based on the signal model
of Section III, signal vector x is transmitted from S’ as

x = {z[1],x[2],...,2[l/2],2[l/2 + 1], 2[l/2 + 2],...,z[l]} .

Symbols z[1],z[2],...,z[l/2] are transmitted through the
S—D and S—R;—D channels, experiencing channel gains
ap and 171, respectively. Similarly, symbols xz[l/2 +
1],z[l/2+2],...,x[l] experience channel gains of o and
P22, respectively. Received vector y is

y ={yll,y[2],....yll/2],y[l/2 + 1], y[l/2+ 2],... y[l]}.

By applying an ML decoder, it estimates an erroneous transmit-
ted vector e as

e={e[l],e[2],...,e[l/2),e[l/2 + 1],e[l/2+2],....€e[l]}.

In a practical coded system, pairwise error probability P(x —
e) denotes the probability that the ML decoder output is in favor
of e rather than x. Notice that P(x — e) is defined differently
from the information theoretic pairwise error probability Ppg
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that was defined in Section II. With the knowledge of network
CSI, P(x — e) can be approximately upper bounded by [23]

P(x —e|ag,ar,f,y (t=1,2)) <exp (—le(x7 e)p/4)

45)
where distance value d?(x, e) is defined as
! 1/2
d*(x,e)=ao|* Y le[k] —e[k]|* + |ar S |* Y [«[k]
k=1 k=1
!
—elk][* + |asfanel® Y |x[k] —elk]*. (46)

k=l/2+1

To analyze the diversity gain provided by the MPDAF
scheme, we have to rewrite the expression of (45) in matrix
form. Let us define a 1 x 3 matrix €2 as

Q= [ay 47

a1fim a2f2y2)

and a 3 x 3 diagonal matrix A as (48), shown at the bottom of
the page.

The pairwise error probability of (45) can be alternatively
expressed as

P(x—e|agal,v(t=1,2)< eXp(—QAQHp/4).
(49)

To calculate the averaged upper bound for P(x — e), it
is assumed that the interuser channels are noiseless so that
o2, = o2 = 0and f3 is a complex random variable satisfying
B¢ = 1/, yielding ot f;y: = ay. Therefore, we can consider
that the three component entries of €2 are all Rayleigh random
variables. Consequently, the pairwise error probability upper

bound of (49) can be averaged as [23]

o -1
P (X — € | @, at7ﬁt7’yt (t = 17 2)) < [H(l + Alp/4)
i=1

(50)
where \; is the eigenvalue of matrix A, and ¢ is the rank
of matrix A as ¢ < 3. Since the orthogonal time transmission
between all the users will always result in a diagonal signal
matrix A of size 3 x 3, we have ¢ = 3. Therefore

P(x—e|aga,l,y (t=1,2)< [H(l + )\Z-p/4)]

i=1

< (H )\i> (p/4)72.

i=1
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Fig. 10. BICM-coded MPDAF system.

Decoded

MAP
decoder

From this equation, it is shown that a diversity gain of 3
can be achieved. At the same time, a coding advantage of
(A1 A2)3) "t is offered through the deployment of a code. The
aforementioned analysis can be readily extended to a larger
network with an arbitrary number of relays. Following a similar
approach, the pairwise error probability for a coded MPDAF
network with IV relays is upper bounded by

P(x—e|ag o, B, (t=1,2,...,N))
N1 -1
= (H Ai) (p/4)"(NFV.(52)
1=1

It is important to mention that, since the established diversity
gain is achieved based on the assumption of noiseless interuser
channels, this is equivalent to assuming that the MPDAF co-
operative network is functioning with genie-aided relays. With
the help of a genie, the relays have exact knowledge of the
transmitted symbols of S. They then take turns to forward
parts of S’s symbols to user D. Hence, better results will
be achieved via this analysis compared with that achieved by
a system without genies. However, through investigating the
following simulation results of a BICM-coded system, it is
shown that the achievable diversity gain will not be affected
by this assumption.

B. System Design

Based on the previous analysis, this section considers the
design of a coded MPDAF system using BICM [24], [25].
The BICM scheme can be spectrally efficient if high-order
modulation schemes are used. More importantly, as indicated
by earlier work in [19], for a trellis code to benefit from this
distributed cooperation, it is important to introduce diversity
into the trellis transition branches. The BICM scheme is capable
of transferring the diversity effect into the trellis transition
branches, thus enhancing the performance of the decoding
algorithm. We will also present simulation results, comparing
the performance of coded MPDAF and RDAF systems of the
same spectral efficiency I'.

Fig. 10 shows the design of a BICM-coded MPDAF sys-

(51) tem. Depending on the modulation scheme, the convolutional
l
Ykt |z [k] — elk]|? » 0 0
A= 0 12 |wlk] — e[k]? 0 (48)
1
0 0 Ykmtjar [2[K] — e[k][?
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codeword is passed to the serial-to-parallel (S/P) converter gen-
erating m parallel codeword streams. The number of codeword
streams is consistent with the order of the modulation scheme.
The m codeword streams are then randomly interleaved before
modulation. The modulated symbols z[1], z[2],...z[l] will be
transmitted through the MPDAF channel. At the receiver, the
received symbols y[1], y[2], . . ., y[!] will be passed to a demap-
per, generating a posteriori probability (APP) values for each
of the coded bits. They are then deinterleaved and converted
back to a serial probability stream by a parallel-to-serial (P/S)
converter. The decoder will perform the maximum a posteriori
(MAP) algorithm [26] to retrieve the information. Instead of
focusing on trellis decoding [24]-[27], this paper will focus
on revealing how the diversity effect of the MPDAF scheme
is transferred into the trellis transition branches to assist error
correction. We provide the following example to give a clearer
indication.

Example: A rate 1/2 convolutional code and QPSK modu-
lation are used in a BICM scheme, which is deployed in an
MPDAF system with two relays. The following codeword is
generated from the encoder:

12 1 2 1 2 1 2 1 2 1 2
c1,¢1,Cy,C5,C3,C3,Cy, C1, Cr, C, Cg, Cos

where ¢? (b= 1 or 2) represents the two binary-coded bits

generated at time k (k = 1,2,...,6) of the encoder. After S/P

conversion, two streams of coded bits are generated as

T 1 1 1 1 1
C1,Co,C3,Cy, Cy, Cg

2 2

s}

kil
They are then randomly interleaved, yielding
3,1, Cy, Ch, 1y Ch
C§7Ci7cg7c§7cg7cf
Now, (c3,¢3). (i, ¢i). (¢3,63). (5, ¢3). (i, ¢§), and (e, cf)
are grouped and mapped to QPSK symbols x[1], z[2], z[3], x[4],
x[5], and x[6], respectively. They are then transmitted through
the MPDAF (N = 2) channel. The received symbols at D are
y[1], y[2], y[3], y[4], y[5], and y[6], where symbols y[1], y[2],
and y[3] experience channel gains g and o 5171, and symbols
y[4], y[5], and y[6] experience channel gains ap and asfa7s.
The demapper will then produce two streams of APP values
Pr[cb =9 | y[k]] representing the probability of coded bit c’,
being ¢ (¢ = 0 or 1), given the received symbol y[k], as shown
in (53), shown at the bottom of the page. After deinterleaving,

the two streams of APP values are shown in (54), shown at the
bottom of the page.
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Fig. 11. Diversity reflected in a decoding trellis.

TABLE 1
SYSTEM PARAMETERS OF THE BICM-CODED MPDAF SCHEME
WITH I = 0.5 bit/symbol

Schemes Code Modulation | Spectral efficiency (I')
noncooperation QPSK 1
RDAF (N =1) QPSK 05
RDAF (V= 2) | CO (1% 17)s—gpsre 0.5
MPDAF QPSK 05
TABLE 1I

SYSTEM PARAMETERS OF THE BICM-CODED MPDAF SCHEME
WITH I'' = 1 bit/symbol

Schemes Code Modulation |Spectral efficiency (I')
noncooperation 16QAM 2
RDAF (N = 1) 16QAM 1
RDAF (N =2) 0" (15178 —520AM I

MPDAF 16QAM 1

P/S conversion is performed on the deinterleaved APP val-
ues, generating a series of probability values that will be used
in the following MAP decoding algorithm. Fig. 11 shows the
diversity effect reflected in a trellis, where it is shown that each
trellis transition branch produces two coded bits. Their APP
values are used to calculate the state transition probabilities
of the MAP algorithm [26]. Since most of the APP values of
two coded bits are calculated with the knowledge of received
symbols that are transmitted from different channels, diversity
is introduced into the trellis transition branches. For example,
Pr[c = 9|y[2]] and Pr[c? = |y[6]] are calculated with the
knowledge of y[2] and y[6] and their respective channels gains
g, a1 8171 and g, aaP2y2. The ability to introduce diversity
into the trellis transition branches will enhance the performance
of the decoding algorithm.

After investigating the diversity effect introduced by the
MPDAF scheme, we propose two BICM-coded MPDAF sys-
tems with spectral efficiency values of I' = 0.5 bit/symbol and
I" = 1 bit/symbol. They are to be compared with coded RDAF

Pr(cy =9y[l]] Prle; =9|y[2]] Prlej=93y[38]] Prlcg=2y[A]] Prlci=9y[5] Prcs=71|y[6]]
P =olylt)] Pric=olyl2]] Pr[c=vlyl] Pr[—oyl] Prd=oyls)] Prlc =owle] 63
Pr [c% = 19|y[2H Pr [cé = 19|y[3]} Pr [cé = 19|y[1]] Pr [c}l = ﬁ\y[5]] Pr [C% = ﬂ\y[G]] Pr [Cé = 19|y[4]]
Pr(ci =9dJyl6]] Pr[c3 =9y[3]] Prlcz=9|y[4]] Prci=9yl2]] Pr[c=9y[l]] Prlcg=9y[5] (54
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Fig. 12.  BICM-coded MPDAF system with I' = 0.5 bit/symbol. (a) Without
genie-aided relays. (b) With genie-aided relays.

systems with one or two relays. According to Definition II,
the MPDAF scheme can always achieve the same spectral
efficiency as RDAF (N = 1). However, for RDAF (N = 2),
Srr = 2S5BT, one may have to raise the order of the modulation
scheme to maintain the same spectral efficiency as the MPDAF
scheme. The parameters of the two BICM-coded MPDAF
systems are listed in Tables I and II, respectively. In both tables,
it is important to notice that RDAF (N = 2) has deployed a
higher order modulation scheme to compensate for the spectral
efficiency loss.

Figs. 12 and 13 show the bit-error-rate (BER) performance of
the two coded systems, both with and without the assumption
of genie-aided relays. The systems with genie-aided relays
provide a better performance than the systems without genie-
aided relays. More importantly, they both show that, with
the same number of relays (e.g., N = 2), the coded MPDAF
system achieves significant performance gains over the coded
RDAF system. With the coded MPDAF system, a diversity
gain on the order of the number of relays is achieved. They
validate the system performance assessment given previously.
However, for the coded RDAF system without genie-aided
relays, RDAF (N = 2) can barely outperform RDAF (N = 1),
particularly for systems with higher spectral efficiency. This is
due to the fact that, to maintain the same spectral efficiency,
RDAF (N = 2) is forced to employ a higher order modulation
scheme than RDAF (N = 1). In the situation with genie-aided
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Fig. 13. BICM-coded MPDAF system with I' = 1 bit/symbol. (a) Without
genie-aided relays. (b) With genie-aided relays.

relays, performance degradation introduced by the use of a
higher order modulation scheme is less significant. The coded
RDAF (N = 2) system is able to achieve a diversity gain over
the coded RDAF (N = 1) system. Our finding substantiates
the information theoretic performances shown in Figs. 6 and
8. In both figures, it can be observed that, with a certain
transmission rate, the RDAF scheme cannot provide a perfor-
mance improvement by increasing the number of relays over
the low-to-medium SNR region. It demonstrates the necessity
to perform distributed AF cooperation with the assistance of
message partitioning.

It is also worthwhile to mention that, by increasing the num-
ber of relays from two to three, one can achieve a substantially
large performance gain. However, by increasing the number
of relays to more than three, relatively less improvement can
be made. A similar phenomenon can be also found out if we
review the MPDAF scheme’s outage performance presented in
Fig. 8. These observations are consistent with the results in [28],
which show that, for a MISO system, little improvement can be
made by using more than four transmit antennas. According to
Section III-B, it should be recalled that increasing the number
of relays will raise the system complexity owing to the increas-
ing demands of signal recognition, user synchronization, and
signal combining. Therefore, our results show that MPDAF
(N = 3) offers the best performance—complexity tradeoff for
a practical implementation.
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VI. CONCLUSION

A distributed AF cooperative scheme achieved through mes-
sage partitioning has been proposed. By performing message
partitioning for distributed relaying, one cannot only introduce
diversity into the transmitted message but also enable the
cooperative users to share the relaying burden. The DMT analy-
sis showed that the MPDAF scheme can always maintain its
achievable multiplexing gain to 0.5 while achieving a diversity
gain on the order of the number of relays. It is superior to
the RDAF scheme and is identical to the STC scheme but has
lower system complexity. We also noted that the MAC-layer
frame format does need to be modified to enable the recognition
of partitioned signals and for user time synchronization. The
outage probability results showed that a significant performance
gain can be achieved over an RDAF scheme having the same
number of relays. Another advantage of message partitioning
is to enable the cooperative users to maintain constant spectral
efficiency that is half that of noncooperation. However, for both
RDAF and STC schemes, spectral efficiency will be degraded
by increasing the number of relays. Consequently, to maintain
the spectral efficiency for those schemes, one will be forced
to deploy a high-order modulation scheme or a high-rate code,
thus affecting the system performance. We also investigated
the performance of the MPDAF scheme in a practical coded
system. This showed that the system diversity gain can be also
achieved on the order of the number of relays. Use of the spec-
trally efficient BICM was proposed for the MPDAF scheme,
revealing how a practical coded system can benefit from the
proposed scheme. Our simulation results showed that, while
maintaining the same spectral efficiency, the MPDAF scheme
can significantly outperform the RDAF scheme. Therefore, this
paper offers a good performance while having low complexity,
thus making it suitable for practical cooperative applications.
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