Abstract—The interpolation based algebraic soft decoding yields a high decoding performance for Reed-Solomon (RS) codes with a polynomial-time complexity. Its computationally expensive interpolation can be facilitated using the module structure. The desired Gröbner basis can be achieved by reducing the basis of a module. This paper proposes the low-complexity Chase (LCC) decoding algorithm using this module basis reduction (BR) interpolation technique, namely the LCC-BR algorithm. By identifying $\eta$ unreliable symbols, $2^\eta$ decoding test-vectors will be formulated. The LCC-BR algorithm first constructs a common basis which will be shared by the decoding of all test-vectors. This eliminates the redundant computation in decoding each test-vector, resulting in a lower decoding complexity and latency. This paper further proposes the progressive LCC-BR algorithm that decodes the test-vectors sequentially and terminates once the maximum-likelihood decision decoding outcome is reached. Exploiting the difference between the adjacent test-vectors, this progressive decoding is realized without any additional memory cost. Complexity analysis shows that the LCC-BR algorithm yields a lower complexity and latency, especially for high rate codes, which will be validated by the numerical results.
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I. INTRODUCTION

Reed-Solomon (RS) codes are among the most popular error-correction codes in data communications and storage systems. Currently, the Berlekamp-Massey (BM) algorithm [1], [2] is employed in the practical systems due to its effectiveness. It is a syndrome based decoding that delivers at most one message candidate. Hence, it is referred as the unique decoding. Other unique decoding algorithms include the extended Euclidean algorithm [3] and the Welch-Berlekamp algorithm [4]. They have the efficient running time but with the error-correction capability limited by half of the code's minimum Hamming distance. Utilizing soft information, the generalized minimum-distance decoding (GMD) algorithm [5] declares unreliable symbols as erasures and performs the error-erasure decoding, while the Chase algorithm [6] modifies the unreliable symbols and constitutes multiple decoding events. They both improve the error-correction performance.

In late 90s, breakthrough in correcting errors beyond the half distance bound was made by Guruswami and Sudan [7]. They proposed an interpolation based algebraic hard-decision decoding algorithm with a polynomial-time complexity. Later, Kötter and Vardy [8] introduced the algebraic soft-decision decoding algorithm by converting the symbol reliability into the interpolation multiplicity. However, their complexity remains high due to the construction of the interpolation polynomial, which can be realized using Kötter’s iterative polynomial construction algorithm [9]. Another interpolation approach is based on the concept of Gröbner basis of a module [10]. It first constructs a polynomial basis of a module which satisfies all interpolation constraints, and then reduces the basis into a Gröbner basis for finding the interpolation polynomial. This technique is called basis reduction (BR).\(^1\)

The construction of a module basis was introduced in [11]. In particular, Lee and O’Sullivan proposed the explicit basis construction for the modules of the Guruswami-Sudan (GS) and the Kötter-Vardy (KV) algorithms in [12] and [13], respectively. There exist several efficient approaches [14]–[16] to realize the basis reduction process. The interpolation step can be transformed to a specific instance of M-Padé approximation and tackled by the fast matrix computation [17]–[19]. Besides, the interpolation problem can also be reformulated into a system of linear equations and solved by the structured linear algebra [20]–[22], among which the algorithm of [22] exhibits the best complexity characteristics.

Several techniques have been proposed to reduce the algebraic decoding complexity, such as the re-encoding transform [23]–[26] and the progressive interpolation [27]–[29]. The former approach was applied in Kötter’s interpolation technique [23], [24]

\(^1\)In our earlier publications, we named this technique module minimization (MM). However, during the revision, a more subtle consideration for the decoding technique is reached, thanking to one of the reviewers. Note that what being reduced is the basis of a module. Hence, “basis reduction (BR)” will be a more appropriate name for this interpolation technique. But for the sake of consistency, we will continue to use the acronym MM when we refer to our earlier proposed algorithms. The audience should be aware that both BR and MM mean the same interpolation technique.
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and the BR (or module minimization (MM) as we used to call) interpolation [25], [26] for the KV algorithm, respectively. The latter was introduced in [27]–[29] to adjust the decoding computation to the level of corruption of the received information, resulting in the decoding complexity being channel dependent. By identifying η unreliable received symbols, the low-complexity Chase (LCC) decoding algorithm [30] formulates 2^η test-vectors and yields a competent decoding performance. This formulation also enables Kötter’s interpolation to be performed in a binary-tree expansion manner for all test-vectors, resulting in a low-complexity feature. By further arranging the test-vectors such that the adjacent test-vectors only differ by one symbol, the backward-forward LCC (BF-LCC) algorithm [31] offers a hardware friendly decoding mechanism. Ordering the 2^η test-vectors, the progressive LCC algorithm [32] decodes the one that is more likely to yield the intended message. It terminates once the intended message is decoded [33], yielding a lower complexity when the received information is less corruptive.

Recently, the MM based algebraic Chase decoding (ACD-MM) algorithm [34] has been proposed. In contrast to the LCC algorithm [30], it can perform parallel decoding for each test-vector, lowering the decoding latency. However, similarity among the test-vectors has not been fully utilized, resulting in redundant computation. Addressing this problem, this paper proposes the BR based LCC (LCC-BR) algorithm for realizing the low-complexity and low-latency decoding of RS codes. We will show that the BR interpolation can be partitioned into the common basis construction and the individual basis construction. The former is performed once and its outcome will be shared by the individual basis construction for decoding each test-vector, fully eliminating the redundant computation of decoding all test-vectors. As the channel condition improves, e.g., the signal-to-noise ratio (SNR) increases, the received soft information becomes less corruptive. Intuitively, fewer test-vectors need to be decoded in retrieving the intended message. This paper further proposes the progressive LCC-BR algorithm, which decodes the test-vectors in a sequential manner and terminates once a maximum-likelihood (ML) codeword is decoded. In comparison with the progressive LCC algorithm [32], the proposal eliminates the need of memorizing the intermediate decoding information. We will reveal the low-complexity and low-latency features of the LCC-BR algorithm. This analysis shows that the BR interpolation technique will be more effective for high rate codes. Numerical results will show that the LCC-BR algorithm yields a similar complexity as the LCC algorithm [30], but a much lower decoding latency due to its parallel decoding feature. Average complexity of the progressive LCC-BR algorithm is further characterized, unveiling its channel dependent feature. Simulation results will show the complexity and latency advantages of the proposed algorithms over the existing ones.

II. BACKGROUND KNOWLEDGE

This section presents the prerequisites of the paper, including the RS encoding and the MM based GS algorithm.

A. RS Encoding

Let \( F_q = \{ \sigma_0, \sigma_1, \ldots, \sigma_{q-1} \} \) denote the finite field of size \( q \), and \( F_q[x] \) and \( F_q[x, y] \) denote the univariate and the bivariate polynomial rings defined over \( F_q \), respectively. For an \((n, k) \) RS code with length \( n = q - 1 \) and dimension \( k \), message symbols \( f_0, f_1, \ldots, f_{k-1} \) constitute a message polynomial as

\[
 f(x) = f_0 + f_1x + \cdots + f_{k-1}x^{k-1}.
\]

The corresponding codeword \( \mathbf{c} = (c_0, c_1, \ldots, c_{n-1}) \) can be generated by

\[
 \mathbf{c} = (f(\alpha_0), f(\alpha_1), \ldots, f(\alpha_{n-1})),
\]

where \( \alpha_0, \alpha_1, \ldots, \alpha_{n-1} \) are the \( n \) distinct nonzero elements of \( F_q \).

B. The MM Based GS Algorithm

Let \( \omega = (\omega_0, \omega_1, \ldots, \omega_{n-1}) \in \mathbb{F}_q^n \) denote the received word. The Hamming distance between \( \mathbf{c} \) and \( \omega \) is \( d_H(\mathbf{c}, \omega) = \sum |c_j - \omega_j| \). Given a polynomial \( Q(x, y) = \sum_{a,b} c_{a,b}x^ay^b \in F_q[x, y] \) and a nonnegative integer pair \((\kappa, \iota)\), the \((\kappa, \iota)\)-Hasse derivative evaluation at one point \((\alpha_j, \omega_j)\) is defined as [35]

\[
 D^{(\kappa, \iota)}_{\kappa, \iota}(Q(x, y)) = \sum_{a \geq \kappa, b \geq \iota} \binom{a}{\kappa} \binom{b}{\iota} Q_{a,b} \alpha_j^{-\kappa} \omega_j^{-\iota}.
\]

If \( D^{(\kappa, \iota)}_{\kappa, \iota}(Q(x, y)) = 0, \forall \kappa + \iota < m \), \( Q(x, y) \) interpolates the point \((\alpha_j, \omega_j)\) with a multiplicity \( m \). The GS algorithm [7] first constructs an interpolation polynomial \( Q(x, y) \) that passes through the \( n \) points \((\alpha_0, \omega_0), (\alpha_1, \omega_1), \ldots, (\alpha_{n-1}, \omega_{n-1})\) with a multiplicity \( m \). The message polynomial \( f(x) \) can be recovered by finding its \( q \)-roots, i.e., \( Q(x, f(x)) = 0 \) [36]. Hence, the maximum decoding output list size is determined by its \( y \)-degree, i.e., \( \deg_y Q \). Let \( l = \deg_y Q \) denote the decoding parameter. Note that \( m \leq l \).

Definition I: Given a bivariate monomial \( x^ay^b \), its \((\mu, \nu)\)-weighted degree is \( \deg_{\mu, \nu} x^ay^b = \mu a + \nu b \). Consequently, the \((\mu, \nu)\)-reverse lexicographic (revlex) order is defined as follows. Given \( x^a y^b \) and \( x^c y^d \), it is claimed \( x^a y^b < x^c y^d \), if \( \deg_{\mu, \nu} x^a y^b < \deg_{\mu, \nu} x^c y^d \), or \( \deg_{\mu, \nu} x^a y^b = \deg_{\mu, \nu} x^c y^d \) and \( b_1 < b_2 \).

Definition II: Given \( Q(x, y) = \sum_{a,b} c_{a,b}x^ay^b \in F_q[x, y] \), if \( x^a y^b \not\equiv Q(x, y) \not\equiv 0 \) is the leading monomial (LM), the \((\mu, \nu)\)-weighted degree of \( Q \) is \( \deg_{\mu, \nu} Q = \deg_{\mu, \nu} x^a y^b \). Given two polynomials \( Q_1 \) and \( Q_2 \) with \( \text{LM}_{\mu, \nu}(Q_1) = x^{a_1} y^{b_1} \) and \( \text{LM}_{\mu, \nu}(Q_2) = x^{a_2} y^{b_2} \), respectively, \( Q_1 < Q_2 \) if \( \deg_{\mu, \nu}(Q_1) < \deg_{\mu, \nu}(Q_2) \).

Consequently, the GS decoding theorem can be introduced.

Theorem 1 [7]: For an \((n, k) \) RS code, let \( Q \in F_q[x, y] \) denote a polynomial that interpolates the \( n \) points with a multiplicity \( m \). If \( m(n - d_H(\mathbf{c}, \omega)) > \deg_{1, k-1} Q(x, y), Q(x, f(x)) = 0 \).

The interpolation polynomial \( Q \) can be determined by the MM approach [12]. It first constructs a basis of a module, which will then be reduced into a Gröbner basis that contains \( Q \). The following defines a module \( M \).
Definition III: The module $\mathcal{M}$ is the space of all polynomials over $\mathbb{F}_q[x,y]$ that interpolate the $n$ points with a multiplicity $m$ and have a maximum $y$-degree $l$.

Note that $\mathcal{M}$ is a free $\mathbb{F}_q[x]$-module of rank $k$ [12]. In order to generate $\mathcal{M}$, its explicit basis needs to be constructed. Firstly, two univariate polynomials, namely the module seeds, are introduced as

$$G(x) = \prod_{j=0}^{n-1} (x - \alpha_j)$$

and

$$R(x) = \sum_{j=0}^n \omega_j T_j(x),$$

where

$$T_j(x) = \prod_{j' = 0, j' \neq j}^{n-1} \frac{x - \alpha_{j'}}{\alpha_j - \alpha_{j'}}$$

is the Lagrange basis polynomial. It satisfies $T_j(\alpha_j) = 1$ and $T_j(\alpha_{j'}) = 0, \forall j' \neq j$. As a result, $R(\alpha_j) = \omega_j, \forall j$. With a multiplicity $m$ and a decoding output list size $l$, $\mathcal{M}$ can be generated as an $\mathbb{F}_q[x]$-module by the following $l + 1$ polynomials [12]

$$P_l(x, y) = G(x)^{m-t}(y - R(x))^t, \text{ if } 0 \leq t \leq m,$$

$$P_l(x, y) = y^{n-m}(y - R(x))^m, \text{ if } m < t \leq l.$$  

Let $\mathcal{B} = \{P_0(x, y), P_1(x, y), \ldots, P_l(x, y)\}$ define a polynomial set. Since $P_l(\alpha_j, \omega_j) = 0, \forall (t, j)$ and the total exponent of $G(x)$ and $y - R(x)$ is at least $m$, each $P_l(x, y)$ interpolates the $n$ points with a multiplicity $m$. Furthermore, $\deg P_l(x, y) = t \leq l$. Therefore, $\mathcal{B}$ spans the module $\mathcal{M}$, resulting in a basis of $\mathcal{M}$.

Lemma 2 [12]: Given a polynomial $Q(x, y) \in \mathcal{M}$, it can be presented as an $\mathbb{F}_q[x]$-linear combination of $P_l(x, y)$, i.e., $Q(x, y) = \sum_{t=0}^l p_t(x) \cdot P_t(x, y)$, where $p_t(x) \in \mathbb{F}_q[x]$.

The basis $\mathcal{B}$ will be reduced into a Gröbner basis, in which the minimum candidate is chosen as the interpolation polynomial $Q(x, y)$. The following Lemma describes a simple criterion to validate a Gröbner basis of $\mathcal{M}$.

Lemma 3 [12]: Assume that $\mathcal{G} = \{g_t \in \mathbb{F}_q[x,y], 0 \leq t \leq l\}$ is a basis of $\mathcal{M}$. If $\deg_y \text{LM}_{\mu,x}(g_t) \neq \deg_y \text{LM}_{\mu,x}(g_{t'})$, $\forall t \neq t'$, $\mathcal{G}$ is a Gröbner basis of $\mathcal{M}$.

The basis reduction is to perform $\mathbb{F}_q[x]$-linear combinations on the polynomials $P_l(x, y)$ until the $y$-degree of all $\text{LM}_{\mu,x}(P_l)$ are different. There exist several approaches for basis reduction, with an asymptotic complexity of $O(m l^4 n^2)$ [14], $O(m l^4 n \log^2 n \log \log n)$ [15] and $O(m^2 l^2 n \log^3 n \log \log n)$ [16], respectively. Despite the latter two approaches employ fast multiplication, they become effective only if the polynomial degrees are sufficiently large. Since this work considers moderate also practical size RS codes, the polynomial degrees have not reached a level that can be facilitated. In fact, the re-encoding transform further reduces the polynomial degrees into only tens. Therefore, in this work, we apply the Mulders-Storjohann (MS) algorithm [14].

III. THE ACD-MM ALGORITHM

This section reviews the ACD-MM algorithm [34], which can be regarded as a predecessor of our proposals. They adopt the same test-vectors formulation and re-encoding transform.

A. Test-Vectors Formulation

Assume codeword $c$ is transmitted through a memoryless channel and $r = (r_0, r_1, \ldots, r_{n-1}) \in \mathbb{R}^n$ is the received symbol vector. A reliability matrix $\Pi \in \mathbb{R}^{n \times n}$ can be obtained, whose entries are $\pi_{ij} = Pr[e_j = \sigma_i | r_j]^2$, where $0 \leq i \leq q - 1, 0 \leq j \leq n - 1$. Let $i_j = \arg \max_{\gamma} \{\pi_{ij}\}$ and $j^{\Pi} = \arg \max_{\pi_{ij}} \{\pi_{ij}\}$ denote the row indices of the largest and the second largest entries of column $j$, respectively. The two most likely decisions for $c_j$ are $r_j^1 = \sigma_{i_j}$ and $r_j^\Pi = \sigma_{j^{\Pi}}$. Define the symbol-wise reliability metric as

$$\gamma_j = \frac{\pi_{ij}}{\pi_{ji}}$$

where $\gamma_j \in (1, \infty)$. The decision is less reliable if $\gamma_j$ is smaller, and vice versa. Sorting $\gamma_j$ in a nonincreasing order yields a new symbol index sequence $j_0, j_1, \ldots, j_{n-1}$ that indicates $\gamma_{j_0} \geq \gamma_{j_1} \geq \cdots \geq \gamma_{j_{n-1}}$. Let $\Theta = \{j_0, j_1, \ldots, j_{n-1}\}$ denote the index set of the $n - \eta$ most reliable symbols. Its complementary set is $\Theta^c = \{j_{n-\eta}, j_{n-\eta+1}, \ldots, j_{n-1}\}$. Since there are two decisions for each of the $\eta$ unreliable symbols, $2^\eta$ test-vectors will be formulated. Consequently, all test-vectors can be written as

$$\Xi_u = (r_{j_0}^{(u)}, r_{j_1}^{(u)}, \ldots, r_{j_{n-\eta}}^{(u)}, r_{j_{n-\eta}}^{(u)}, \ldots, r_{j_{n-1}}^{(u)}),$$

where $u = 1, 2, \ldots, 2^\eta$ is the test-vector index and

$$r_j^{(u)} = \begin{cases} r_j^1, & \text{if } j \in \Theta, \\ r_j^\Pi, & \text{if } j \notin \Theta. \end{cases}$$

Note that the reliability metric can also be defined as either the smallest bit-wise channel observation or the entropy of each received symbol. Our research shows that compared with the above symbol-wise metric, identifying the unreliable symbols using the bit-wise reliability results in the same decoding performance, while using the entropy metric shows a slight performance degradation. One may also consider more decisions for $c_j$. This will gain performance but with a much higher decoding complexity. Our research also shows that initiating more unreliable symbols outweighs making more decisions for fewer unreliable positions. For the proposed Chase decoding style, it is important to identify the erroneous positions and classify them unreliable so that the errors can be removed by alternating the decisions. Finding a better way to define the unreliable symbols remains to be our pursuit.

B. Re-Encoding Transform

Re-encoding further transforms the test-vectors [23]. Let $\eta \leq n - k$ to ensure all test-vectors would share at least $k$ common symbols $r_{j_0}^1, r_{j_1}^1, \ldots, r_{j_{n-k}}^1$. Let $\Psi = \{j_0, j_1, \ldots, j_{k-1}\}$ denote the index set of these $k$ most reliable symbols. Hence,

$$\text{It is assumed } Pr[e_j = \sigma_i] = \frac{1}{q}, \forall (i, j).$$
\(\Psi^c = \{j_k, j_{k+1}, \ldots, j_{n-1}\}\). Let \(h_j = r_j^1, \forall j \in \Psi\), the code-word \(P = (h_0, h_1, \ldots, h_{n-1})\) can be generated by Forney’s erasure-only decoding algorithm [37]. All test-vectors \(\mathbf{L}_u\) are then transformed by

\[
\mathbf{L}_u \rightarrow \mathbf{\tilde{L}}_u : \mathbf{\tilde{z}}_j^{(u)} = \mathbf{r}_j^{(u)} - h_j, \ \forall j.
\]

Consequently, the transformed test-vectors become

\[
\mathbf{\tilde{L}}_u = (0, 0, \ldots, 0, \mathbf{\tilde{z}}_k^{(u)}, \ldots, \mathbf{\tilde{z}}_{n-1}^{(u)}).
\]

C. Basis Construction and Reduction

For all test-vectors \(\mathbf{\tilde{L}}_u\), the polynomial (2) is redefined as

\[
R_u(x) = \sum_{j=0}^{n-1} \mathbf{\tilde{z}}_j^{(u)} T_j(x).
\]

Since \(\mathbf{\tilde{z}}_j^{(u)} = 0, \forall j \in \Psi\),

\[
V(x) = \prod_{j \in \Psi} (x - \alpha_j)
\]

becomes the GCD for both \(G(x)\) of (1) and the above \(R_u(x)\).
Therefore, two new module seeds are defined as [34]

\[
\tilde{G}(x) = \frac{G(x)}{V(x)} = \prod_{j \in \Psi^c} (x - \alpha_j)
\]

and

\[
\tilde{R}_u(x) = \frac{R_u(x)}{V(x)} = \sum_{j \in \Psi^c} \tilde{z}_j^{(u)} \tilde{T}_j(x),
\]

where

\[
\tilde{T}_j(x) = \frac{\prod_{j' \in \Psi^c, j' \neq j} x - \alpha_{j'}}{\prod_{j''=0, j'' \neq j} \alpha_j - \alpha_{j'}}.
\]

Now the isomorphic module \(\tilde{\mathcal{M}}_u\) for each test-vector \(\mathbf{\tilde{L}}_u\) can be generated by

\[
\tilde{P}_t(x, y) = \tilde{G}(x)^{m-t}(y - \tilde{R}_u(x))^t, \quad 0 \leq t \leq m,
\]

\[
\tilde{P}_t(x, y) = (y V(x))^{t-m}(y - \tilde{R}_u(x))^m, \quad m < t \leq l.
\]

They form a basis \(\tilde{\mathcal{B}}_u\) of \(\tilde{\mathcal{M}}_u\), which will be reduced into a Gröbner basis for finding the interpolation polynomial \(Q_u(x, y)\) and recovering the message [34].

IV. THE LCC-BR ALGORITHM

This section introduces the LCC-BR algorithm, in which we set \(m = l = 1\). Under this configuration, the MS algorithm is equivalent to the conventional extended Euclidean algorithm [3], which will be shown in Remark 1. For high rate RS codes, increasing \(m\) (or \(l\)) cannot improve the error-correction capability of each Chase decoding event. Since high rate codes are more preferable in practice, setting \(m = l = 1\) does not limit the proposed algorithms’ error-correction capability in action. The LCC-BR algorithm consists of test-vectors formulation, re-encoding transform, common basis construction and individual basis construction. In particular, the first two steps are the same as the ACD-MM algorithm [34]. Hence, we begin with introducing the common basis construction.
\(B = \{g_0(x, y), g_1(x, y)\}\) is not a Gröbner basis. For the MS algorithm [14], it will perform
\[
g_0(x, y) \leftarrow g_0(x, y) - \frac{LT(g_0(0)(x))}{LT(g_1(0)(x))}g_1(x, y)
\]
to update \(g_0(x, y)\). This update is equivalent to calculating
\[
g_0^{(0)}(x) = \hat{q}(x)g_1^{(0)}(x) + \hat{r}(x),
\]
where \(\deg \hat{r}(x) < \deg g_1^{(0)}(x)\), and updating \(g_0(x, y)\) by
\[
g_0(x, y) \leftarrow g_0(x, y) - \hat{q}(x)g_1(x, y)
= \hat{r}(x) + (g_0^{(1)}(x) - \hat{q}(x)g_1^{(1)}(x))y,
\]
i.e., \(g_0^{(0)}(x) \leftarrow \hat{r}(x)\) and \(g_0^{(1)}(x) \leftarrow (g_0^{(1)}(x) - \hat{q}(x)g_1^{(1)}(x))\). Note that \(\hat{r}(x)\) and \(\hat{q}(x)\) can be calculated by the extended Euclidean algorithm [3]. Therefore, the MS algorithm is equivalent to the extended Euclidean algorithm in solving the basis reduction problem of our work. Their complexity would also be the same if the calculation of \(\hat{r}(x)\) and \(\hat{q}(x)\) uses the naive polynomial division. When their degrees are sufficiently large, a fast extended Euclidean algorithm based on the divide-and-conquer concept can be used to facilitate the process [38].

B. Individual Basis Construction

Based on \(B_u\), the BR interpolation will be completed by performing the individual basis construction and reduction for each transformed test-vector \(\hat{z}_u\). Since \(z_j^{(u)} = \hat{z}_j^{(0)}, \forall j \in \Psi^c\), and \(\Psi^c = \Psi' \cup \Theta^c\), the polynomial (12) can be rewritten as
\[
\hat{R}_u(x) = \hat{R}_0(x) + \hat{Y}_u(x),
\]
where
\[
\hat{Y}_u(x) = \sum_{j \in \Theta^c} z_j^{(u)} \hat{T}_j(x).
\]
Therefore, based on (18) and (19), for each test-vector \(\hat{z}_u\), we have
\[
\hat{P}_{u,t}(x, y) = p_{t0}(x)\hat{G}(x) + p_{t1}(y - \hat{R}_u(x)) = p_{t0}(x)\hat{G}(x) + p_{t1}(y - \hat{R}_0(x) + \hat{Y}_u(x)) = \hat{P}^t_{u}(x, y) - p_{t1}(x)\hat{Y}_u(x)
\]
where \(t = 0, 1\). Polynomials \(\hat{P}_{u,0}(x, y)\) and \(\hat{P}_{u,1}(x, y)\) form the basis \(B_u\). It can be seen that all \(B_u\) are constructed using the previously reduced common basis \(B'_0\), eliminating the redundant computation in decoding all test-vectors. Afterwards, the MS algorithm will reduce each basis \(B_u\) into its Gröbner basis \(B'_u\), which contains \(\hat{F}_{u,0}(x, y)\) and \(\hat{F}_{u,1}(x, y)\). Determine \(Q_u(x, y)\) by
\[
\hat{Q}_u(x, y) = \min\{\hat{P}^t_{u,0}(x, y), \hat{P}^t_{u,1}(x, y)\}.
\]
Since \(\hat{Q}_u(x, y) = \hat{Q}_u^{(0)}(x) + \hat{Q}_u^{(1)}(x)\), it can be restored into the interpolation polynomial \(Q_u(x, y)\) by
\[
Q_u(x, y) = V(x)\hat{Q}_u^{(0)}(x) + \hat{Q}_u^{(1)}(x).
\]
Note that \(Q_u(x, y)\) interpolates the points \((\alpha_0, \hat{z}_0^{(u)}), (\alpha_1, \hat{z}_1^{(u)}), \ldots, (\alpha_{n-1}, \hat{z}_{n-1}^{(u)})\) with a multiplicity of one. If the decoding estimation \(\hat{f}_u(x)\) satisfies \(Q_u(x, \hat{f}_u(x)) = 0\), i.e.,
\[
Q_u(x, \hat{f}_u(x)) = V(x)\hat{Q}_u^{(0)}(x) + \hat{Q}_u^{(1)}(x)\hat{f}_u(x) = 0,
\]
the estimated codeword is \(\hat{c}_{\hat{u}} = (\hat{c}_0^{(u)}, \hat{c}_1^{(u)}, \ldots, \hat{c}_{n-1}^{(u)})\), where \(\hat{c}_j^{(u)} = \hat{f}_u(\alpha_j) + h\), \(\forall j\). Its corresponding message polynomial \(\hat{f}_u(x)\) can be determined by the following discrete Fourier transform (DFT) [39]. By presenting \(\hat{z}_u\) as \(\hat{c}_0^{(u)} + c_1^{(u)}x + \cdots + c_{n-1}^{(u)}x^{n-1}\), the coefficients of the estimated message polynomial \(\hat{f}_u(x) = \hat{f}_0^{(u)} + \hat{f}_1^{(u)}x + \cdots + \hat{f}_{n-1}^{(u)}x^{n-1}\) can be determined by \(\hat{f}_j^{(u)} = n^{-1} \cdot \hat{c}_u(\alpha_j^{-1}), \forall j\). Note that \(n^{-1} = 1\) in the binary extension field and \(\hat{f}_j^{(u)} = 0\) for \(k \leq j \leq n - 1\). If \(V(x)\hat{Q}_u^{(1)}(x)\) cannot be divided by \(\hat{Q}_u^{(1)}(x)\), the decoding of the test-vector \(\hat{z}_u\) fails. After decoding all \(2^n\) test-vectors, the message \(\hat{f}_u(x)\) whose corresponding codeword \(\hat{c}_{\hat{u}}\) yields the minimum Euclidean distance (after modulation) to the received symbol vector \(\hat{\mathbf{z}}\) will be chosen as the output. The LCC-BR algorithm is summarized in Algorithm 1.

Unlike the LCC algorithm [30], the LCC-BR algorithm can perform the decoding for each test-vector in parallel, offering a low decoding latency. Furthermore, Fig. 2 shows the difference between the ACD-MM [34] and the LCC-BR algorithms. It can be seen that the proposed LCC-BR algorithm improves upon the existing ACD-MM algorithm by utilizing the similarity among all \(2^n\) test-vectors to eliminate the redundant computation in the basis construction and reduction.

V. THE PROGRESSIVE LCC-BR ALGORITHM

The above description shows the LCC-BR algorithm needs to decode \(2^n\) test-vectors. However, if the channel condition improves, the received information becomes less corruptive. It will not be necessary to decode all test-vectors since the intended message can be decoded by processing fewer test-vectors. Therefore, we design the progressive LCC-BR algorithm, in which the test-vectors are decoded in a sequential manner. Once the intended message is decoded, the decoding terminates. During the progressive decoding, the BR interpolation results of the current test-vector is utilized by the following test-vector, saving the decoding computation. Unlike the progressive LCC algorithm [32], the proposed algorithm

**Algorithm 1: The LCC-BR Algorithm**

**Input:** \(\Pi, \eta;\)

**Output:** \(\hat{f}_u(x);\)

1: Formulate \(2^n\) test-vectors \(\hat{z}_u\) as in (5);
2: Perform the re-encoding transform to yield \(\hat{z}_u\) as in (8);
3: Construct \(B_u\) as in (16) (17) and reduce it into \(B'_u\);
4: **For** each transformed test-vector \(\hat{z}_u\) **do**
5: Construct \(B_u\) as in (20);
6: Perform the MS algorithm to reduce \(B_u\) into \(B'_u\);
7: Determine \(Q_u(x, y)\) as in (21) (22);
8: Decode \(\hat{f}_u(x)\) as in (24) and estimate \(\hat{f}_u(x);\)
9: **End for**
does not have additional memory requirement. The progressive decoding will first sort the test-vectors such that the one with a higher potential of yielding the intended message will be decoded earlier [32].

A. Ordering of Test-Vectors

Given a test-vector \( z_u^n = \langle r_0^{(u)}, r_1^{(u)}, \ldots, r_{n-1}^{(u)} \rangle \), its reliability can be defined as [32]

\[
\Omega_u = \prod_{j=0}^{n-1} \pi_{j}^{(u)} p_j,
\]

where \( \pi_{j}^{(u)} = \text{index}\{\sigma_i \mid \sigma_i = r_j^{(u)}\} \). A test-vector with a larger \( \Omega_u \) value is regarded to be more reliable and it should be decoded earlier. Since all test-vectors share the common symbols \( r_j^{(u)} \), where \( j \in \Theta \), the reliability function can be further simplified into

\[
\hat{\Omega}_u = \prod_{j \in \Theta^c} \pi_{j}^{(u)} p_j.
\]

By sorting the reliability of \( 2^n \) test-vectors in a descending order, a refreshed index sequence \( u_1, u_2, \ldots, u_{2^n} \) can be yielded, which indicates \( \hat{\Omega}_{u_1} > \hat{\Omega}_{u_2} > \cdots > \hat{\Omega}_{u_{2^n}} \). Note that the first decoded test-vector is the hard-decision received word, i.e., \( \hat{\omega}_{u_1} = \hat{\omega} \). The progressive algorithm will decode the test-vectors sequentially until a codeword that satisfies the ML criterion [33] is found. It has been shown in [32] that such an ordering enables the decoding to be terminated earlier, minimizing the message recovery complexity.

B. The Algorithm

Let \( \Lambda_{u\tau} = \{ j \mid z_j^{(u\tau)} \neq z_j^{(u\tau+1)} \} \) denote the index set of the different symbols between \( \hat{\omega}_{u\tau} \) and \( \hat{\omega}_{u\tau+1} \), where \( \tau = 1, 2, \ldots, 2^n \). Note that \( \Lambda_{u2^n} = \emptyset \). Since \( z_j^{(u\tau)} - z_j^{(u\tau+1)} = (r_j^{(u\tau)} - h_j) - (r_j^{(u\tau+1)} - h_j) = r_j^{(u\tau)} - r_j^{(u\tau+1)} \), \( \forall j, z_j^{(u\tau)} \neq z_j^{(u\tau+1)} \) implies \( r_j^{(u\tau)} \neq r_j^{(u\tau+1)} \). Therefore, \( \Lambda_{u\tau} \) can also be denoted as

\[
\Lambda_{u\tau} = \{ j \mid z_j^{(u\tau)} \neq z_j^{(u\tau+1)} \}, \quad j \in \Theta^c.
\]

The progressive LCC-BR algorithm is described as follows. Unlike the LCC-BR algorithm, the common basis does not need to be constructed. At the beginning, a basis \( \hat{B}_{u_1} \) for the test-vector \( \hat{\omega}_{u_1} \) will be constructed by

\[
\begin{align*}
\hat{P}_{u_1,0}(x,y) &= \hat{G}(x), \\
\hat{P}_{u_1,1}(x,y) &= y - \hat{R}_{u_1}(x).
\end{align*}
\]

(27)

(28)

The MS algorithm will reduce \( \hat{B}_{u_1} \) into a Gröbner basis \( \hat{B}_{u_1}' \), which contains the polynomials \( \hat{P}_{u_1,0}(x,y) \) and \( \hat{P}_{u_1,1}(x,y) \). The minimum one will be chosen as \( \hat{Q}_{u_1}(x,y) \). The estimated message \( \hat{f}_{u_1}(x) \) can be determined as in (24) and the DFT. If its corresponding codeword \( \hat{\omega}_{u_1} \) satisfies the ML criterion [33], the decoding terminates and outputs \( \hat{f}_{u_1}(x) \). Otherwise, the decoding continues to decode the test-vector \( \hat{\omega}_{u_2} \). Based on Lemma 2, the polynomials \( \hat{P}_{u_1,0}(x,y) \) and \( \hat{P}_{u_1,1}(x,y) \) can be written as

\[
\begin{align*}
\hat{P}_{u_1,0}'(x,y) &= p_{u_1,00}(x)\hat{G}(x) + p_{u_1,01}(x)(y - \hat{R}_{u_1}(x)), \\
\hat{P}_{u_1,1}'(x,y) &= p_{u_1,10}(x)\hat{G}(x) + p_{u_1,11}(x)(y - \hat{R}_{u_1}(x)),
\end{align*}
\]

where \( p_{u_1,00}(x), p_{u_1,01}(x), p_{u_1,10}(x), p_{u_1,11}(x) \in \mathbb{F}_q[x] \). The difference between \( \hat{\omega}_{u_1} \) and \( \hat{\omega}_{u_2} \) is used to formulate the polynomial \( \hat{R}_{u_2}(x) \) as

\[
\hat{R}_{u_2}(x) = \hat{R}_{u_1}(x) + W_{u_1}(x),
\]

where \( W_{u_1}(x) = \sum_{j \in \Lambda_{u_1}} (z_j^{(u_2)} - z_j^{(u_1)})\hat{T}_j(x) = \sum_{j \in \Lambda_{u_1}} (r_j^{(u_2)} - r_j^{(u_1)})\hat{T}_j(x) \). A basis \( \hat{B}_{u_2} \) for the test-vector \( \hat{\omega}_{u_2} \) can be constructed by

\[
\begin{align*}
\hat{P}_{u_2,0}(x,y) &= p_{u_1,00}(x)\hat{G}(x) + p_{u_1,01}(x)(y - \hat{R}_{u_2}(x)), \\
\hat{P}_{u_2,1}(x,y) &= p_{u_1,10}(x)\hat{G}(x) + p_{u_1,11}(x)(y - \hat{R}_{u_2}(x) - W_{u_1}(x)),
\end{align*}
\]

where \( \hat{P}_{u_2,0}(x,y) \) and \( \hat{P}_{u_2,1}(x,y) \) are constructed based on \( \hat{P}_{u_1,0}(x,y) \) and \( \hat{P}_{u_1,1}(x,y) \). Moreover, the re-encoding transform should only be performed for the test-vector \( \hat{\omega}_{u_1} \). The basis of other test-vectors does not rely on their transform as \( W_{u_1}(x) \) indicates. The MS algorithm reduces \( \hat{B}_{u_2} \) into a Gröbner basis \( \hat{B}_{u_2}' \) in which the minimum candidate will be restored into the interpolation polynomial \( \hat{Q}_{u_2}(x,y) \).

In general, if the ML codeword cannot be retrieved from decoding the test-vector \( \hat{\omega}_{u-1} \) (\( \tau \geq 2 \)), the next test-vector \( \hat{\omega}_{u\tau} \) needs to be decoded. Based on the above derivation, a basis \( \hat{B}_{u\tau} \) for \( \hat{\omega}_{u\tau} \) can be constructed by

\[
\begin{align*}
\hat{P}_{u\tau,0}(x,y) &= \hat{P}_{u\tau-1,0}(x,y) - p_{u\tau-1,01}(x)W_{u\tau-1}(x), \\
\hat{P}_{u\tau,1}(x,y) &= \hat{P}_{u\tau-1,1}(x,y) - p_{u\tau-1,11}(x)W_{u\tau-1}(x),
\end{align*}
\]

(29)

(30)

where \( \hat{P}_{u\tau-1,0}(x,y), \hat{P}_{u\tau-1,1}(x,y), p_{u\tau-1,01}(x) \) and \( p_{u\tau-1,11}(x) \) are obtained from the decoding of \( \hat{\omega}_{u\tau-1} \).

Fig. 2. Diagram of the ACD-MM and the LCC-BR algorithms.
The MS algorithm will reduce $\tilde{B}_{u_0}$ into its Gröbner basis $\tilde{B}'_{u_0}$, in which the minimum candidate will be restored as in (22) and its $y$-root is determined as in (24). If it produces a codeword $\tilde{\omega}_u$ that satisfies the ML criterion, the decoding will terminate and output the estimated message $f_{u_0}(x)$. Otherwise, the decoding continues to decode the test-vector $\tilde{\omega}_{u_0+1}$. If the decoding of all $2^n$ test-vectors cannot produce an ML codeword, the decoding terminates with a failure.

Remark 2: Equations (28) and (31) reveal that the re-encoding transform only needs to be performed once on the test-vector $T_u$.

Remark 3: It can be observed from (29) and (30) that the complexity of the common basis construction can be approximated to $C_{\text{com}} = \frac{n}{2}(n-k)^2(n-k+7)$. $\blacksquare$

Note that with the re-encoding transform, the index set $\Psi^e$ varies in each decoding event. Therefore, $\tilde{G}(x)$ and all $\tilde{T}_j(x)$ cannot be computed offline. The above two steps of re-encoding transform and common basis construction are performed once, producing an outcome shared by all $2^n$ test-vectors.

Lemma 6: Complexity of the individual basis construction is $C_{\text{ind}} = 2^n \cdot 5(n-k)^2$.

Proof: The individual basis construction complexity is determined by the complexity in computing the generators (20) and the Gröbner basis $B'_u$. Since $|\Psi^e| = \eta$, computing $\tilde{\Upsilon}_u(x)$ requires $\eta(n-k-1)$ multiplications. Since $\text{deg} p_{01}(x) \leq \frac{n}{2}(n-k)$, $\text{deg} p_{11}(x) \leq \frac{n}{2}(n-k)$ and $\text{deg} \tilde{\Upsilon}_u(x) = n-k-1$, computing the polynomials $P_{u,0}(x,y)$ and $P_{u,1}(x,y)$ requires at most $\frac{n}{2}(n-k)(n-k-1) \cdot 2 = (n-k)(n-k-1)$ multiplications. Furthermore, since $\text{deg} \tilde{P}_{u,0}(x,y) \leq \frac{n}{2}(n-k)$ and $\text{deg} \tilde{P}_{u,1}(x,y) \leq \frac{n}{2}(n-k)$, the individual basis reduction requires at most $3(n-k+1)(n-k)$ multiplications. With $2^n$ test-vectors, complexity of the individual basis construction can be approximated to $C_{\text{ind}} = 2^n \cdot 5(n-k)^2$. $\blacksquare$

Lemma 7: Complexity of the root-finding is $C_{\text{rt}} = 2^n \cdot k(n-k)$.

Proof: The root-finding complexity is determined by the complexity in computing (24). Since $\text{deg} V(x) = k$ and $\text{deg} Q_u^{(0)}(x) \leq \frac{n}{2}(n-k)$, computing $V(x)Q_u^{(0)}(x)$ requires $\frac{1}{2}k(n-k)$ multiplications. Since $\text{deg} V(x)Q_u^{(0)}(x) \leq \frac{n}{2}(n+k)$, the division between $V(x)Q_u^{(0)}(x)$ and $Q_u^{(1)}(x)$ requires at most $k(\frac{1}{2}(n-k)+1)$ multiplications. Therefore, complexity of the root-finding can be approximated to $C_{\text{rt}} = 2^n \cdot k(n-k)$. $\blacksquare$

The above complexity characterizations show that the overall complexity of the LCC-BR algorithm is $C_{LCC-BR} = C_{\text{rt}} + C_{\text{com}} + C_{\text{ind}} + C_{\text{rt}}$. When $\eta$ is sufficiently large, the LCC-BR complexity is dominated by the individual basis construction and the root-finding. Asymptotically, it is $O(2^n(n-k)^2)$. Otherwise, it will be dominated by the common basis construction with an asymptotic characterization of $O((n-k)^3)$. These asymptotic characterizations show that the LCC-BR algorithm will be more effective for high rate codes. Table I shows our numerical results in decoding various RS codes. They were obtained by simulating the LCC-BR algorithm, during which the average number of finite field multiplications in decoding a codeword is measured. We verify our analysis by seeing whether the simulation results yield the same magnitude as the analytical expressions. For example, when $\eta = 6$, the analytical complexity is $C_{LCC-BR} = 4.15 \times 10^5$ for the (63, 31) RS code, while the simulation shows $2.44 \times 10^5$. 

### Table I

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>(63, 15)</th>
<th>(63, 31)</th>
<th>(63, 55)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$8.24 \times 10^4$</td>
<td>$3.75 \times 10^4$</td>
<td>$1.31 \times 10^4$</td>
</tr>
<tr>
<td>4</td>
<td>$1.22 \times 10^5$</td>
<td>$7.81 \times 10^4$</td>
<td>$4.47 \times 10^4$</td>
</tr>
<tr>
<td>6</td>
<td>$2.88 \times 10^5$</td>
<td>$2.44 \times 10^5$</td>
<td>$1.50 \times 10^5$</td>
</tr>
</tbody>
</table>

1Finite field multiplications dominate the computation in the decoding.
Their discrepancy comes from the fact that we only consider the dominant terms in the analytical expressions. Table I also shows that the LCC-BR algorithm yields a lower complexity for high rate codes, which will be more welcome in practice.

Table II compares the complexity of the LCC-BR algorithm with several existing Chase decoding algorithms. The (63, 47) RS code was used. Note that all Chase decoding algorithms employ the same test-vectors formulation. Both the LCC [30] and the BF-LCC [31] algorithms employ Kötter’s interpolation. It can be seen that the complexity of all algorithms have the same magnitude, where the LCC-BR algorithm has a lower complexity than the BF-LCC algorithm. By eliminating the redundant BR computation of the ACD-MM algorithm, the proposed LCC-BR algorithm yields a lower complexity. It can also be seen that the LCC-BR algorithm has a slightly higher complexity than the LCC algorithm. Despite the BR interpolation is less complex than Kötter’s interpolation, the LCC algorithm performs the interpolation of all test-vectors in a binary-tree growing fashion, granting it a low-complexity feature. However, the LCC-BR algorithm has a significant advantage in decoding latency, which is shown below.

Since the LCC-BR algorithm can perform its individual basis construction and root-finding in parallel, the re-encoding transform and the common basis construction dominate the running time. Therefore, its decoding latency does not vary remarkably with different \( \eta \) values and it will be defined by that of decoding a single test-vector. Lemmas 4 and 5 show that high rate codes have a lower LCC-BR decoding complexity. Table III shows the complexity and latency (in ms) in decoding two RS codes defined over \( \mathbb{F}_{2^56} \). These results were obtained by simulating the algorithms in C based on the Intel core i5-4260U CPU and the macOS mojave operating platform. For the rate half (255, 127) RS code, the LCC and the BF-LCC algorithms yield a lower complexity than the LCC-BR algorithm. The situation reverses in decoding the (255, 239) RS code. In contrast to the LCC-BR algorithm, running time of the LCC and the BF-LCC algorithms increase as the \( \eta \) value enlarges. The LCC-BR algorithm maintains a rather stable latency thanks to its parallel decoding feature. Table III also shows that the LCC-BR decoding latency of the (255, 239) RS code is smaller than that of the (255, 127) RS code, validating its effectiveness for high rate codes. In comparison with the LCC and the BF-LCC algorithms, the LCC-BR algorithm shows its advantage on the decoding latency. Its complexity advantage also emerges for high rate codes. This again demonstrates the proposal’s practical merit.

### B. The Progressive LCC-BR Algorithm

In order to show more insights of the channel dependent feature of the progressive LCC-BR algorithm, we measure the average decoding complexity over multiple decoding events at a certain SNR. Let \( N_{\text{avg}} \) denote the average number of the decoded test-vectors in each decoding event, the average complexity of the progressive decoding will be \( C_{\text{Prog}} = C_{\text{re}} + C_{\text{com}} + N_{\text{avg}}(C_{\text{ind}} + C_{\text{rt}}) \). When all decoding events are terminated without producing an ML codeword, i.e., \( N_{\text{avg}} = 2^\eta \), \( C_{\text{Prog}} = C_{\text{LCC-BR}} \). Therefore, the complexity advantage of the progressive decoding will become obvious when the channel condition improves, so that the decoding can be terminated earlier.

Fig. 3 shows the statistics of \( N_{\text{avg}} \) in decoding various RS codes. The results were obtained by running 10 000 decoding events at each SNR over the additive white Gaussian noise (AWGN) channel using BPSK. As the SNR increases, fewer test-vectors are decoded, leading to a lower complexity. With a sufficiently high SNR, most of the decoding events are terminated with decoding one test-vector, i.e., \( N_{\text{avg}} = 1 \). The progressive LCC-BR complexity converges to the minimum level that is characterized by performing the MM based GS algorithm.

Table IV further shows the average complexity in decoding the (63, 47) RS code. For this code, complexity of the BM and the GMD algorithms are \( 2.42 \times 10^3 \) and \( 2.60 \times 10^3 \), respectively. It can be seen that complexity of the progressive LCC-BR algorithm decreases as the SNR increases. When the SNR is sufficiently large, e.g., \( \text{SNR} \geq 6 \) dB, the progressive LCC-BR complexity converges to the minimum level that has the same magnitude as the BM complexity. This convergence also echoes the results of Fig. 3. Compared with Table II, the progressive LCC-BR algorithm yields a lower complexity than the LCC-BR algorithm over the whole spectrum of SNR due to its early termination feature.

### VII. Decoding Performance

This section shows the decoding performance of the proposed algorithms. They are measured as the frame error rate (FER) obtained over the AWGN channel using BPSK. Note that KV-MM and ReT-KV-MM refer to the KV algorithm and its re-encoding transformed variant whose interpolation are realized by the basis reduction approach, respectively. The Berlekamp [1], Massey [2], and the Guruswami and
TABLE III
COMPLEXITY AND LATENCY (MS) COMPARISONS BETWEEN THE LCC, THE BF-LCC AND THE LCC-BR ALGORITHMS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.80 × 10^4</td>
<td>6.687</td>
<td>2.93 × 10^4</td>
<td>7.811</td>
<td>1.40 × 10^6</td>
<td>34.061</td>
</tr>
<tr>
<td>4</td>
<td>8.18 × 10^6</td>
<td>19.029</td>
<td>1.07 × 10^6</td>
<td>23.603</td>
<td>2.06 × 10^6</td>
<td>33.684</td>
</tr>
<tr>
<td>6</td>
<td>2.98 × 10^8</td>
<td>70.038</td>
<td>4.20 × 10^8</td>
<td>81.946</td>
<td>4.74 × 10^6</td>
<td>33.471</td>
</tr>
</tbody>
</table>

TABLE IV
AVERAGE COMPLEXITY OF THE PROGRESSIVE ALGORITHMS IN DECODING THE (63, 47) RS CODE

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>LCC-BR</th>
<th>KV-MM</th>
<th>ReT-KV-MM</th>
</tr>
</thead>
<tbody>
<tr>
<td>η = 2</td>
<td>η = 4</td>
<td>η = 6</td>
<td>l = 4</td>
</tr>
<tr>
<td>3.0</td>
<td>1.76 × 10^4</td>
<td>2.08 × 10^4</td>
<td>5.12 × 10^4</td>
</tr>
<tr>
<td>3.5</td>
<td>1.69 × 10^4</td>
<td>2.01 × 10^4</td>
<td>4.64 × 10^4</td>
</tr>
<tr>
<td>4.0</td>
<td>1.53 × 10^4</td>
<td>1.73 × 10^4</td>
<td>3.48 × 10^4</td>
</tr>
<tr>
<td>4.5</td>
<td>1.14 × 10^4</td>
<td>1.07 × 10^4</td>
<td>1.58 × 10^4</td>
</tr>
<tr>
<td>5.0</td>
<td>9.98 × 10^3</td>
<td>4.38 × 10^4</td>
<td>6.55 × 10^4</td>
</tr>
<tr>
<td>5.5</td>
<td>8.73 × 10^3</td>
<td>2.07 × 10^4</td>
<td>3.09 × 10^4</td>
</tr>
<tr>
<td>6.0</td>
<td>8.32 × 10^3</td>
<td>8.82 × 10^3</td>
<td>1.93 × 10^4</td>
</tr>
<tr>
<td>6.5</td>
<td>8.22 × 10^3</td>
<td>8.22 × 10^3</td>
<td>1.87 × 10^4</td>
</tr>
<tr>
<td>7.0</td>
<td>8.18 × 10^3</td>
<td>8.18 × 10^3</td>
<td>1.85 × 10^4</td>
</tr>
</tbody>
</table>

Fig. 4. Performance of the (63, 47) RS code over the AWGN channel using BPSK.

Sudan [7] and the generalized minimum-distance decoding [5] algorithms are denoted as the BM, GS and GMD algorithms, respectively.

Fig. 4 shows performance of the (63, 47) RS code. Note that with the same η, the four Chase decoding algorithms, including the LCC, the BF-LCC, the ACD-MM and the LCC-BR algorithms, yield the same performance. This is because they decode the same test-vectors. As η increases, the LCC-BR performance can be improved since more test-vectors are decoded. When η = 10, the LCC-BR algorithm outperforms the BM and the GMD algorithms with 1.1 dB and 0.7 dB coding gains at the FER of 10^-4, respectively. It should be pointed out that with the same η, the progressive LCC-BR algorithm maintains the decoding performance of the LCC-BR algorithm. This is evidenced by the progressive LCC-BR performance with η = 6. Revisiting the complexity results of Tables II and IV, we also know that the progressive LCC-BR complexity is lower than the LCC-BR complexity.

Fig. 4 also shows performance of the KV-MM algorithm with a maximum decoding output list size of four and eight, i.e., l = deg Q(x, y) = 4 and l = 8. With the same decoding parameter, the progressive KV-MM [29] and the progressive ReT-KV-MM algorithms [40] achieve the same decoding performance as the KV-MM algorithm. It can be seen that the LCC-BR algorithm with η = 4 and η = 6 outperforms the KV-MM algorithm with l = 4 and l = 8, respectively, demonstrating the proposals’ competent error-correction feature. In terms of decoding complexity, the worst-case complexity of the progressive LCC-BR and the progressive KV-MM algorithms are O((2^η(n-k))^2) and O(l^5(n(n-k))) [29], respectively. When the SNR is small, the progressive algorithms require a large decoding parameter with the preset η or l being approached. In that case, Table IV shows that the progressive LCC-BR algorithm will exhibit a lower decoding complexity than the progressive KV-MM algorithm. When the SNR is sufficiently large, the three progressive algorithms will decode the message with the smallest parameter. Their complexity will converge to the minimum level. Table IV shows that the progressive LCC-BR and the progressive ReT-KV-MM algorithms converge to a similar complexity level that is characterized by performing the re-encoding transform based GS algorithm with m = 1. They yield a lower converging level than the progressive KV-MM algorithm, thanks to the effectiveness of the re-encoding transform.

Finally, Fig. 5 shows the decoding performance of the popular (255, 239) RS code. The LCC-BR performance improves as η increases and approaches the GMD algorithm when η = 2. Compared with the BM algorithm, the LCC-BR algorithm with η = 10 yields the performance gains of 0.8 dB at the FER.
of $10^{-4}$. Fig. 5 also shows that the KV-MM algorithm with $l = 4$ has a similar performance as the LCC-BR algorithm with $\eta = 3$. For this code, complexity of the ReT-KV-MM and the LCC-BR algorithms are $4.70 \times 10^6$ and $4.27 \times 10^6$, respectively. This again reveals the complexity advantage of the proposed LCC-BR algorithm.

VIII. CONCLUSION

This paper has proposed the BR interpolation based LCC algorithm for RS codes. Based on $\eta$ unreliable symbols, $2^\eta$ test-vectors are formulated. The LCC-BR algorithm first constructs a common basis which is shared by the parallel error-correction capability of each Chase decoding event for larger multiplicities will be considered in future.

REFERENCES


Jiongyue Xing (Graduate Student Member, IEEE) received the B.Sc. degree in communication engineering and the Ph.D. degree in information and communication engineering from Sun Yat-sen University, Guangzhou, China, in 2015 and 2020, respectively. From December 2018 to December 2019, he was a Visiting Ph.D. Student with the Institute of Communication Engineering, Ulm University, Germany. His research interests include channel coding and data communications.

Li Chen (Senior Member, IEEE) received the B.Sc. degree in applied physics from Jinan University, China, in 2003, and the M.Sc. degree in communications and signal processing and the Ph.D. degree in communications engineering from Newcastle University, U.K., in 2004 and 2008, respectively. From 2007 to 2010, he was a Research Associate with Newcastle University. In 2010, he returned to China as a Lecturer of the School of Information Science and Technology, Sun Yat-sen University, Guangzhou. From 2011 to 2012, he was a Visiting Researcher with the Institute of Network Coding, The Chinese University of Hong Kong. From 2011 and 2016, he was an Associate Professor and a Professor of university. Since 2013, he has been the Associate Head of the Department of Electronic and Communication Engineering (ECE). From July 2015 to October 2015, he was a Visitor of the Institute of Communications Engineering, Ulm University, Germany. From October 2015 to June 2016, he was a Visiting Associate Professor with the Department of Electrical Engineering, University of Notre Dame, USA. From 2017 to 2020, he was the Deputy Dean of the School of Electronics and Communication Engineering. His research interests include information theory, error-correction codes, and data communications. He likes reading and photography. He is a Senior Member of the Chinese Institute of Electronics (CIE). He is a member of the IEEE Information Theory Society Board of Governors Conference Committee, the Chair of the IEEE Information Theory Society Guangzhou Chapter, and a Committee Member of the CIE Information Theory Society. He is currently serving as an Associate Editor for IEEE TRANSACTIONS ON COMMUNICATIONS. He has been involved in organizing several international conferences, including the 2018 IEEE Information Theory Workshop (ITW) at Guangzhou, for which he was the General Co-Chair.

Martin Bossert (Fellow, IEEE) received the Dipl.Ing. degree in electrical engineering from the Karlsruhe Institute of Technology, Germany, in 1981, and the Ph.D. degree from the Technical University of Darmstadt, Germany, in 1987. After a one-year DFG scholarship at Linköping University, Sweden, he joined the AEG Mobile Communication, where he was involved in the specification and development of the GSM systems. Since 1993, he has been a Professor with Ulm University, Germany, where he is currently the Director of the Institute of Communications Engineering. He is the author of several textbooks and coauthor of more than 200 articles. His research interest includes reliable and secure data transmission. His main focus is on decoding of algebraic codes with reliability information and coded modulation. He has been a member of the IEEE Information Theory Society Board of Governors from 2010 to 2012 and has been appointed as a member of the German National Academy of Sciences Leopoldina in 2013. Among other awards and honors, he received the Vodafone Innovationspreis in 2007.