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Abstract—This paper proposes a novel shift-sum decoding
scheme for non-binary cyclic codes. Using minimum-weight dual
codewords and their cyclic shifts, a reliability measure can be
yielded as an indicator for the error position and the error
magnitude. Based on this shift-sum decoding concept, a hard-
decision iterative decoding algorithm is proposed, which can
correct errors beyond half of the code’s minimum Hamming
distance. By utilizing reliability information from the channel, a
soft-decision iterative decoding algorithm is further introduced
to improve the decoding performance. These two shift-sum
based iterative decoding algorithms are realized with polynomial
multiplication and integer (or real number) comparisons, which
are hardware-friendly. Simulation results on Reed-Solomon codes
and non-binary BCH codes show the decoding potential of the
proposed algorithms.

Index Terms—Iterative decoding, minimum-weight dual code-
words, non-binary cyclic codes, shift-sum decoding

I. INTRODUCTION

Cyclic codes, e.g., Reed-Solomon (RS) codes and BCH
codes, are widely applied for data transmissions due to their
simple encoding and efficient decoding algorithms. Currently,
the Berlekamp-Massey (BM) algorithm [1] is applied in prac-
tice, which can correct errors up to half of the code’s minimum
Hamming distance. The interpolation based algebraic list de-
coding algorithm, i.e., the so-called Guruswami-Sudan (GS)
algorithm [2] can correct errors beyond the above distance
bound. Its soft-decision advancement was proposed in [3]. By
utilizing the BM output, Wu further proposed an improved list
decoding algorithm for RS and BCH codes [4], which exhibits
a lower complexity than the GS algorithm [2]. However, their
complexity remains high, limiting their practical applications.
Utilizing soft information, Chase decoding [5], information
set decoding [6] and order statistics decoding [7] generate a
number of decoding trials, yielding a better performance with
a moderate complexity. By adapting or extending the parity-
check matrix of the code, several belief-propagation based
algorithms have also been proposed to improve the decoding
performance of cyclic codes [8]–[10].

Recently, it has been shown that near maximum-likelihood
(ML) decoding performance for Reed-Muller and BCH codes
can be achieved by decoding with a large number of minimum-
weight dual codewords (MWDCs) [11]–[13]. In [12] and [13],
a novel concept of shift-sum decoding of cyclic codes was
proposed. With cyclically different MWDCs and their proper
shifts, a reliability measure can be generated and utilized

as the basis for various decoding algorithms. In this paper,
we extend the shift-sum decoding to the non-binary cyclic
codes, e.g., RS and non-binary BCH (NB-BCH) codes. Based
on this concept, a hard-decision iterative shift-sum (HISS)
algorithm is proposed, showing its error-correction capability
beyond half of the code’s minimum Hamming distance. With
received soft information, a soft-decision iterative shift-sum
(SISS) algorithm is further introduced to improve the decoding
performance. It should be pointed out that the HISS algorithm
is realized with polynomial multiplication and integer com-
parisons, while the SISS algorithm replaces the latter with
real number comparisons. They are well suited for hardware
implementation. Simulation results on RS and NB-BCH codes
show that the proposed algorithms outperform the bounded
minimum-distance decoding, e.g., the BM algorithm [1], with
a significant coding gain. Moreover, the HISS algorithm
achieves the same decoding performance as the GS algorithm
[2] for RS codes. So far, decoding of NB-BCH codes has been
sparsely reported in literature. This work provides some new
performance insights for the community.

II. PREREQUISITES

Let Fq = {σ0, σ1, . . . , σq−1} denote a finite field of size
q with a primitive element α, and Fq[x] denote the univariate
polynomial ring defined over Fq . Note that σ0 is set to the zero
element. For simplicity, we restrict to binary extension fields
in this paper, i.e., q = 2s and s ∈ Z+. Furthermore, we only
consider codes with length n = 2s− 1. Let C(2p;n, k, d) be a
cyclic code defined over F2p with dimension k and minimum
distance d, where p = 1, 2, . . . , s. When p = 1, C is a binary
BCH code. For p = s, C is an RS code, otherwise C is an NB-
BCH code. Its dual code is denoted as C⊥(2p;n, n − k, d⊥).
Let c = (c0, c1, . . . , cn−1) ∈ C(2p;n, k, d) denote a codeword.
It can also be written as a polynomial c(x) = c0 +c1x+ · · ·+
cn−1x

n−1. Without ambiguity, we use both of the representa-
tions to denote a codeword in the following. The support of c
(or c(x)) is defined as sup(c) = sup(c(x)) = {j | cj 6= 0,∀j}.
The weight of c (or c(x)) is wt(c) = wt(c(x)) = | sup(c(x))|.

Definition I. Given codewords c1(x), c2(x) ∈ C, they are
cyclically different if c2(x) 6= αjc1(x)x−h mod (xn−1),∀j
and ∀h ∈ sup(c1(x)).

Encoding of cyclic codes is defined by its generator poly-
nomial g(x). Given a message polynomial f(x) = f0 +f1x+
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· · ·+ fk−1x
k−1 ∈ F2p [x], codeword c(x) is generated by

c(x) = f(x)g(x). (1)

In this paper, we consider two typical non-binary cyclic codes,
RS codes and NB-BCH codes. Their generator polynomials
are described as follows.

For an RS code C(2s;n, k, dRS) where dRS = n− k+ 1, its
generator polynomial gRS(x) can be defined as

gRS(x) =

dRS−1∏
j=1

(x− αj). (2)

The dual code is also an RS code C⊥(2s;n, n−k, d⊥RS), where
d⊥RS = k + 1.

NB-BCH codes can be regarded as the sub-field sub-codes
of RS codes. Let the cyclotomic cosets be Kj = {j · (2p)i
mod n, i = 0, 1, . . . , sp − 1}, where j is the smallest number
in Kj . Although we can get n cosets for j = 0, 1, . . . , n− 1,
two cosets are either identical or disjoint. The cardinality of
Kj satisfies |Kj | ≤ s

p . Now the generator polynomial gBCH(x)
can be defined as

gBCH(x) =
∏
i∈K

(x− αi), (3)

where K is a union set of several distinct cosets Kj , and
gBCH(x) ∈ F2p [x]. The NB-BCH code has length n, dimension
k = n − deg gBCH(x) and its designed minimum distance is
dBCH if gBCH(x) has dBCH − 1 consecutive roots over F2s .

III. THE SHIFT-SUM DECODING

In this section, we introduce the basic idea of the shift-
sum decoding for the non-binary cyclic codes. The shift-sum
process utilizes a number of cyclically different MWDCs to
determine the error positions and the error magnitudes.

Assume that τ errors have occurred at the positions
e1, e2, . . . , eτ in the n transmitted codeword symbols cj and
the error symbols are from nonzero elements of F2p . We can
denote this error polynomial by

ε(x) = εe1x
e1 + εe2x

e2 + · · ·+ εeτx
eτ . (4)

Hence, r(x) = c(x) + ε(x) is the received polynomial.
Let b(x) = βb1x

b1 + βb2x
b2 + · · · + βb

d⊥
xbd⊥ denote a

codeword of dual code with weight d⊥. Since the dual code
is also linear and cyclic, we can assume βb1 = 1 and b1 = 0,
i.e., b(x) = 1 + βb2x

b2 + · · ·+ βb
d⊥
xbd⊥ . The support of this

polynomial is sup(b(x)) = {b1, b2, . . . , bd⊥}. Let polynomial
w(x) be the multiplication of the dual codeword b(x) with the
received polynomial r(x), i.e.,

w(x) = r(x)b(x)

= (c(x) + ε(x))b(x)

= ε(x)b(x) mod (xn − 1), (5)

where c(x)b(x) = 0 mod (xn− 1). Polynomial w(x) can be
further elaborated as

w(x) =βb1x
b1ε(x) + · · ·+ βb

d⊥
xbd⊥ ε(x) mod (xn − 1)

=εe1x
e1 + εe2x

e2 + · · ·+ εeτx
eτ+

βb2εe1x
e1+b2 + · · ·+ βb2εeτx

eτ+b2+

...

βb
d⊥
εe1x

e1+b
d⊥ + · · ·+ βb

d⊥
εeτx

eτ+b
d⊥ , (6)

where the exponents are calculated mod n. It can be seen
that any non-zero coefficient of polynomial w(x) is an error
(at its original position) or a shifted scalar error. We can shift
the non-zero coefficients of w(x) (which are shifted scalar
errors) back to their original positions by multiplying w(x)

with x−h

βh
, where h ∈ {b2, b3, . . . , bd⊥} denotes the shift.

Therefore, d⊥ polynomials x−h

βh
w(x) can be obtained, denoted

as wh(x),∀h ∈ sup(b(x)). Note that w0(x) = w(x).

Assume we have L cyclically different dual codewords
b(`)(x) = 1 + β

(`)
b2
xb2 + · · ·+ β

(`)
b
d⊥
xbd⊥ of weight d⊥, where

` = 1, 2, . . . , L. Each of them can produce a polynomial
w(`)(x) by

w(`)(x) = r(x)b(`)(x) = ε(x)b(`)(x) mod (xn − 1). (7)

With d⊥ cyclic shifts, Ld⊥ polynomials can be yielded, i.e.,

w
(`)
h (x) =

x−h

β
(`)
h

r(x)b(`)(x) mod (xn − 1), (8)

where h ∈ sup(b(`)(x)). For each w(`)
h (x), its coefficient w(`)

h,j

can be written as

w
(`)
h,j =

1

β
(`)
h

∑
u∈sup(b(`)(x))

β(`)
u r(j+h−u) mod n, (9)

where j = 0, 1, . . . , n − 1. From (6), we know that value
of w(`)

h,j is an indicator for the error position and the error
magnitude. In order to characterize the value of w(`)

h,j , we
define the following function as

T (`, i, j, h) =

{
1, if w(`)

h,j = σi,

0, otherwise,
(10)

where i = 0, 1, . . . , 2p − 1. The main idea of the shift-sum
decoding is to count the frequency of each element σi at
position j based on w(`)

h,j . This counting is denoted by

φi,j =

L∑
`=1

∑
h∈sup(b(`)(x))

T (`, i, j, h). (11)

Note that for each j, summation of φi,j is a constant, i.e.,

2p−1∑
i=0

φi,j = Ld⊥. (12)

A larger value of φi,j except φ0,j implies that an error value
σi is more likely to occur at position j. Therefore, φi,j can
be considered as a reliability measure for the erroneous or
the non-erroneous positions. The following example shows the
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property of φi,j .
Example 1. Given an RS code C(8; 7, 3, 5) 1, assume

codeword c(x) = α6 + α4x + α4x2 + α3x3 + α6x5 + α3x6

is transmitted and r(x) = α6 + α5x + α4x2 + α3x3 + α3x6

is received. There are 5 cyclically different minimum-weight
codewords of dual code C⊥(8; 7, 4, 4), which are

b(1)(x) = 1 + αx+ α5x2 + α2x6,

b(2)(x) = 1 + x+ x3 + x6,

b(3)(x) = 1 + α2x2 + α5x3 + αx6,

b(4)(x) = 1 + α2x+ α4x2 + α3x5,

b(5)(x) = 1 + α3x2 + α5x4 + α6x6.

After performing the shift-sum decoding, we have

Φ =



5 1 4 4 5 1 4
3 10 2 2 1 1 5
2 1 3 2 2 1 1
3 1 1 1 2 2 2
1 2 4 4 3 2 2
2 2 2 2 2 10 2
1 2 3 2 3 1 2
3 1 1 3 2 2 2


,

where φi,j is an entry at row-i column-j. Note that
∑7
i=0 φi,j

= Ld⊥ = 20,∀j. It can be seen that φ1,1 and φ5,5 have the
maximum value 10. Therefore, we can consider symbols r1

and r5 are more likely to be erroneous. The corresponding
error magnitudes are σ1 = 1 and σ5 = α6, respectively.
Therefore, the error polynomial is ε(x) = x+ α6x5.�

In order to ensure the accuracy of the determined error
positions and magnitudes, a large number of cyclically dif-
ferent MWDCs are necessary. In this paper, we utilize the
Lee-Brickell algorithm [14] to formulate a heuristic searching
scheme. By randomly generating an error vector ε of weight
≤ d⊥, the Lee-Brickell algorithm seeks a codeword whose
Hamming distance to ε is minimal. If a codeword is found,
we check whether its weight is d⊥ and it is cyclically different
from the earlier found codewords. The process continues until
a large number of the cyclically different MWDCs are found.

IV. THE ITERATIVE SHIFT-SUM DECODING ALGORITHMS

This section proposes two decoding algorithms based on the
above shift-sum approach, the HISS and the SISS algorithms.
Based on φi,j , the algorithms determine several positions and
magnitudes to update the received r(x). If r(x) is not a
codeword, recalculate φi,j and update r(x) again. This process
will be iteratively performed until a codeword is found.

A. The HISS Algorithm

Based on the shift-sum decoding, the reliability measure
φi,j is obtained. Since σ0 = 0, w(`)

h,j = σ0 indicates position
j is correct and vice versa. Based on (12), a smaller φ0,j

implies a larger
∑2p−1
i=1 φi,j , i.e., more original errors and

1It is assumed that F8 is defined by the primitive polynomial
α3 + α + 1. Moreover, F8 = {σ0, σ1, σ2, σ3, σ4, σ5, σ6, σ7} =
{0, 1, α, α3, α2, α6, α4, α5}.

shifted scalar errors occur at position j. Therefore, rj is
more likely an erroneous symbol. The HISS algorithm will
modify r(x) by determining several positions which are more
likely to be erroneous at each iteration. Firstly, we sort
φ0,0, φ0,1, . . . , φ0,n−1 in an ascending order to yield a new
sequence j(1)

0 , j
(1)
1 , . . . , j

(1)
n−1 such that

φ
0,j

(1)
0
≤ φ

0,j
(1)
1
≤ · · · ≤ φ

0,j
(1)
n−1

. (13)

Secondly, let ϕj = max{φi,j | i = 1, 2, . . . , 2p − 1}, and
γj = σij where ij = arg maxi{φi,j | ∀i, i 6= 0}. Note that
a larger ϕj also indicates that position j is more likely to
be erroneous and γj is the corresponding error magnitude.
By sorting ϕ0, ϕ1, . . . , ϕn−1 in a descending order, we obtain
another sequence j(2)

0 , j
(2)
1 , . . . , j

(2)
n−1 such that

ϕ
j
(2)
0
≥ ϕ

j
(2)
1
≥ · · · ≥ ϕ

j
(2)
n−1

. (14)

Afterwards, we define two index sets as Λ(1) =
{j(1)

0 , j
(1)
1 , . . . , j

(1)
λ−1} and Λ(2) = {j(2)

0 , j
(2)
1 , . . . , j

(2)
λ−1},

where λ is a predefined parameter to determine the number of
updated positions at each iteration. Further let Λ = Λ(1)∩Λ(2)

denote the index set of the updated positions. The correspond-
ing updated polynomial is defined by

γ(x) =
∑
j∈Λ

γjx
j , (15)

where γ(x) ∈ F2p(x). Now the received polynomial r(x) can
be refined by r(x) ← r(x) + γ(x). If r(x) ∈ C(2p;n, k, d),
a codeword is found, and the HISS algorithm will terminate
and output r(x). Otherwise, perform the shift-sum decoding
to recalculate φi,j and find the new updated polynomial
γ(x). The decoding continues until a codeword is found or
the maximum iteration number Imax is reached. The HISS
algorithm is summarized in Algorithm 1.

Algorithm 1 The HISS Algorithm

Input: r(x), b(`)(x), ` = 1, 2, . . . , L;
Output: r(x) ∈ C(2p;n, k, d) or a failure;

1: For I = 1 to Imax
2: Initialize φi,j = 0,∀(i, j);
3: For ` = 1 to L
4: For j = 0 to n− 1
5: For h ∈ sup(b(`)(x)) do
6: Determine w(`)

h,j as in (9);
7: Determine φi,j as in (10) (11);
8: End For
9: End For

10: End For
11: Determine Λ and γ(x);
12: Refine r(x)← r(x) + γ(x);
13: If r(x) ∈ C(2p;n, k, d), terminate and output r(x);
14: End for

Remark 1. The HISS algorithm needs polynomial multipli-
cation and integer comparisons, which is of practical interest.
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B. The SISS Algorithm

The SISS algorithm utilizes soft information from the chan-
nel, in which the reliability measure is defined for w(`)

h,j . As-
sume codeword c = (c0, c1, . . . , cn−1) is transmitted through
a memoryless channel and r = (r0, r1, . . . , rn−1) ∈ Rn is
the received symbol vector. By assuming Pr[cj = σi] = 1

2p ,
an a posteriori probability matrix Π ∈ R2p×n with entries
πi,j = Pr[cj = σi | rj ] can be observed, where 0 ≤ i ≤ 2p−1
and 0 ≤ j ≤ n− 1. Note that

∑
i πi,j = 1,∀j. Let πI

j denote
the largest value of each column j such that the reliability of
each hard-decision received symbol rj can be defined by

yj =
πI
j

1− πI
j

. (16)

Now we can define the reliability measure for w(`)
h,j as

ζ
(`)
h,j = min

u∈sup(b(`)(x))
j 6=(j+h−u) mod n

y(j+h−u) mod n. (17)

Note that j 6= (j+h−u) mod n can be simplified as h 6= u.
With the same MWDCs b(`)(x), we calculate φi,j as in (11),
while (10) is redefined by

T (`, i, j, h) =

{
ζ

(`)
h,j , if w(`)

h,j = σi,

0, otherwise.
(18)

Similar to the HISS algorithm, the SISS algorithm determines
the updated set Λ and the updated polynomial γ(x) so as to
refine the received polynomial r(x). With the slight modifica-
tion of T (`, i, j, h), the SISS algorithm can yield a significant
improvement, as the following simulation results show.

Remark 2. The SISS algorithm is realized with polynomial
multiplication and real number comparisons, which is also
hardware-friendly.

V. SIMULATION RESULTS

This section presents simulation results of the proposed
algorithms over the Q-ary symmetric channel (QSC) with
error probability ρ and the additive white Gaussian noise
(AWGN) channel with BPSK modulation. The HISS and the
SISS algorithms with the maximum iteration number Imax are
denoted as HISS (Imax) and SISS (Imax), respectively.

A. The Q-ary Symmetric Channel

In the QSC, performance of the HISS algorithm can be
obtained in a semi-analytical manner. Let M(τ) denote the
number of simulated events with τ errors and F (τ) denote
the number of decoding failure among M(τ) events. With
this information, the word error rate (WER) for decoding in
case of a QSC with ρ is

WER(ρ) =

n∑
τ=1

F (τ)

M(τ)

(
n

τ

)
ρτ (1− ρ)n−τ . (19)

Note that we can only simulate several significant values
of τ to obtain the WER since the small-weight (or large-
weight) errors are obviously correctable (or uncorrectable).
This reduces the simulation time.
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Fig. 1. WER for the RS code C(16; 15, 5, 11) versus error probability ρ.
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Fig. 2. WER for the NB-BCH code C(4; 63, 27, 21) versus error probability
ρ.

Figs. 1 and 2 show the WER for the RS code C(16; 15, 5, 11)
and the NB-BCH code C(4; 63, 27, 21), respectively. Note that
Imax is set to 10 for the HISS algorithm. For the RS code, the
BM algorithm can correct errors up to half of the minimum
distance, i.e., five symbol errors. In the HISS algorithm, we
use L = 335 cyclically different dual codewords of weight
d⊥ = 6. Fig. 1 shows that the HISS algorithm performs the
same as the GS list decoding algorithm [2], outperforming the
BM algorithm by a factor of 100 in the WER. Note that the
GS implementation was from [15], and when the output list
contained several candidates with the same distance to r(x),
a random one was selected. For each iteration of the HISS
algorithm, it needs Ln(d⊥)2 finite field multiplications. While
the GS decoding complexity is O(m6n3), where m is the
interpolation multiplicity [2]. Therefore, the HISS algorithm
is less complex than the GS algorithm. For the NB-BCH code,
the BM algorithm can correct up to 10 symbol errors. We
have found 183 cyclically different dual codewords of weight
d⊥ = 14. Fig. 2 shows that the proposed algorithm performs
better than the BM algorithm by a factor of nearly 10. These
results demonstrate that the HISS algorithm can correct errors
beyond the half distance bound.

B. The AWGN Channel

Fig. 3 shows decoding performance of the proposed algo-
rithms for the RS code C(16; 15, 5, 11). The upper bound and
lower bound of the ML decoding [16], denoted as MLUB and
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Fig. 3. Performance of the RS code C(16; 15, 5, 11) over the AWGN channel.

MLLB, respectively, are also shown for comparison. As Imax
increases, performance of the HISS and the SISS algorithms
improve, outperforming the BM algorithm. When Imax = 10,
the HISS algorithm yields a gain of 0.9 dB at the WER of
10−4. By utilizing soft information from the channel, the SISS
algorithm performs better than its hard-decision counterpart,
obtaining an extra 0.3 dB performance gain. But it is still
3.1 dB away from MLUB at the WER of 10−4. It can also be
observed that the HISS (or SISS) algorithm with five iterations
exhibits a similar performance as that with ten iterations,
implying that most of the errors can be corrected at the first
few iterations. Although the multiple-bases belief-propagation
(MBBP) algorithm [10] with 10 iterations performs better
than the proposed algorithms, it requires a significantly higher
decoding complexity.
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Fig. 4. Performance of the NB-BCH code C(4; 63, 27, 21) over the AWGN
channel.

Fig. 4 shows decoding performance of the NB-BCH code
C(4; 63, 27, 21). Again, their performance improve as Imax
enlarges. When Imax = 20, the HISS and the SISS algorithms
yield a better performance than the BM algorithm with a gain
of 0.4 dB and 1.2 dB at the WER of 10−4, respectively. It
can be seen that the soft-decision decoding improvement of
the NB-BCH code is larger than that of the RS code. This is
because the symbol reliability yj is more precise for the NB-
BCH code whose symbols are defined over a smaller finite
field. For this code, the SISS algorithm performs similarly as

the MBBP algorithm with a much lower complexity.

VI. CONCLUSION

This paper has investigated the shift-sum decoding of non-
binary cyclic codes. By multiplying the MWDCs with the
received polynomial, a reliability measure can be yielded as
an indicator for the error positions and the error magnitudes.
The HISS and the SISS algorithms have been further proposed
to show the performance potential of the novel shift-sum
decoding concept, outperforming the conventional BM algo-
rithm. Moreover, they can be realized with only polynomial
multiplication and some integer (or real number) comparisons,
which are of practical interest. Simulation results on the RS
and the NB-BCH codes have been provided to validate the
decoding capability of the proposed algorithms.
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