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Abstract—Reed-Solomon convolutional concatenated
(RSCC) codes have been widely used in wireless and space
communications. Turbo decoding of the concatenated code
has been recently developed and shown that the code’s
error-correction capability can be significantly improved.
Particularly, turbo decoding of RSCC codes yields a
competent performance when the codeword length is
limited. This makes the code a very good candidate for
certain communication scenarios in which short packet
length is preferred and strict decoding latency and energy
consumption constraints are applied, such as the wireless
sensor networks (WSN) and high mobility communications
(HMC). However, code concatenation inevitably results in
rate loss which affects the transmission spectral efficiency.
Therefore, this paper investigates the turbo decoding
performance of RSCC codes that is integrated with high
order modulation schemes to realize spectrally efficient
transmissions. The EXtrinsic Information Transfer (EXIT)
analysis of the turbo decoding mechanism is performed
in order to design the inner convolutional code which
can optimize the concatenated code’s error-correction
performance. Our simulation results obtained in both the
additive white Gaussian noise (AWGN) and Rayleigh fading
channels show turbo decoding of RSCC codes achieves
significant performance improvements over the existing
non-iterative decoding schemes.

Index Terms—Concatenated codes, convolutional codes,
turbo decoding, Reed-Solomon codes, spectral efficiency.

I. INTRODUCTION

Reed-Solomon convolutional concatenated (RSCC)
codes have been widely used in wireless and space
communications [1] [2]. The currently used decoding
scheme for the concatenated code is the one-shot Viterbi-
Berlekamp-Massey (Viterbi-BM) algorithm. It is efficient
in terms of running time but with limited error-correction
capability. The concatenated code’s performance has been
later improved by various iterative attempts [3] [4] [5].
However, without an efficient approach to determine the
RS coded bits’ extrinsic information, they are yet to
become a truly turbo decoding mechanism that iteratively
exchanges the soft information between the inner and
outer decoders. Consequently, the concatenated code’s
error-correction potential has not been well unexploited.

Until recently, a truly turbo decoding mechanism for
RSCC codes was proposed in [6] [7]. In the turbo
decoding scheme, the Bahl-Cocke-Jelinek-Raviv (BCJR)
algorithm [8] is used to decode the inner code, providing
extrinsic probabilities for the interleaved RS coded bits.
They are then utilized by the outer decoding algorithm
that consists of two stages. The adaptive belief propa-

gation (ABP) algorithm [9] [10] determines the extrinsic
probabilities and the a posteriori probabilities (APP) of
RS coded bits. With the APP, decoding of an RS code-
word is finalized by an algebraic algorithm, e.g., Koetter-
Vardy (KV) algorithm [11] or BM algorithm [12]. After
decoding all the outer codes, extrinsic probabilities of the
undecoded RS bits and deterministic probabilities of the
decoded RS bits will be fed back for the next iteration.
Results of [6] show that such a turbo decoding mecha-
nism achieves significant performance improvements over
various existing algorithms [3] [4]. Especially when the
codeword length is limited, e.g., with around a thousand
bits, up to 2dB decoding gain can be achieved over the
Viterbi-BM algorithm. Since the decoding complexity is
proportional to codeword length, short codes have an
inherited feature of low decoding complexity but with
limited decoding performance. It is important to obtain
a good tradeoff between the decoding performance and
complexity. RSCC codes powered by turbo decoding tend
to meet this demand. Although decoding of the outer
codes requires both the ABP and algebraic decodings,
the decoding of several RS codes can be performed in
parallel, and the outer decoding latency can be reduced by
a constant factor that is the depth of the block interleaver.
Therefore, the concatenated code is a very competent can-
didate to be applied in certain communication scenarios
which transmit short data packets and have a strict de-
coding latency constraint and limited energy consumption
budget. They include the wireless sensor networks (WSN)
which transmit short data packets and has a limited energy
budget, and the high mobility communications (HMC)
which have a strict decoding latency constraint.

However, code concatenation inevitably leads to rate
loss of the system, which affects the transmission spectral
efficiency. To compensate the rate loss, one solution is
to puncture the output of the inner code. But it results
in a significant performance loss due to the weakening
of the inner code’s error-correction capability [6]. The
alternative solution is to integrate the RSCC code with
a high order modulation scheme. Hence, this paper in-
vestigates the turbo decoding performance of spectrally
efficient RSCC codes that are integrated with high order
modulation schemes. We aim to reveal RSCC codes’ per-
formance potential under such scenarios. The EXtrinsic
Information Transfer (EXIT) [13] characteristics of the
decoding is investigated, which provides the insight in
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designing the inner codes. Turbo decoding performance
of the spectrally efficient RSCC codes is further evaluated
in both the additive white Gaussian noise (AWGN) and
Rayleigh fading channels and its suitability to be applied
in WSN and HMC will also be demonstrated.

II. RSCC CODES

Let Fq = {0, 1, α, . . . , αq−2} denote the finite filed of
size q, where α is the primitive element of the field. In
this paper, it is assumed that q = 2ω and ω is a positive
integer. The message vector of an (n, k) RS code can be
written as

U = [U1 U2 . . . Uk] ∈ Fk
q , (1)

where n and k are the length and dimension of the code,
respectively, and n = q−1. The outer code rate is rout =

k/n. The generator matrix of the RS code is defined as

G =


1 1 · · · 1

1 α . . . αn−1

...
...

. . .
...

1 αk−1 . . . α(k−1)(n−1)

 , (2)

and the RS codeword can be generated by

C = U · G = [C1 C2 . . . Cn] ∈ Fn
q . (3)

To perform the ABP decoding, the RS code’s parity-check
matrix is needed. For an (n, k) RS code, it is defined as

H =


1 α · · · αn−1

1 α2 . . . α2(n−1)

...
...

. . .
...

1 αn−k . . . α(n−k)(n−1)

 . (4)

Let A denote the companion matrix of a primitive poly-
nomial of Fq and it is a ω×ω binary matrix. The binary
image of H can be generated by mapping its entries
αi 7→ Ai and i = 0, 1, . . . , q − 2, resulting in the binary
parity-check matrix Hb with size (n− k)ω × nω.

If the depth of the block interleaver is D, D RS
codewords will be generated by (3) and then interleaved.
Following the conventions, D is set as ten throughout the
paper. The interleaved RS codeword symbols are convert-
ed into an RS coded bit sequence c1, c2, . . . , cDnω , which
is the input to the convolutional encoder whose transfer
functions are denoted in the octal form. If the inner
code rate is rin, the inner encoder yields a convolutional
coded bit sequence of v1, v2, . . . , vDnω/rin . They will be
modulated for transmission.

Based on the above description, the rate of the con-
catenated code is r = routrin. Code concatenation will
inevitably lead to rate loss and it affects the spectral
efficiency of an RSCC coded communication system. If
the order of the modulation scheme is m bits/sym, the
spectral efficiency of an RSCC coded system is

ξ = routrinm bits/sym. (5)
Therefore, one approach to maintain a high spectral
efficiency is to puncture the output of the inner encoder.
However, it has been shown that such an approach leads
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Fig. 1. Turbo decoding block diagram.

to a significant performance loss [6]. The alternative
approach is to utilize a high order modulation scheme,
while leaving the error-correction capability of the inner
code intact. This paper will investigate the latter approach
in realizing spectrally efficient transmission of RSCC
codes.

III. TURBO DECODING

The turbo decoding block diagram is shown as Fig.1.
Decoding of the inner and outer codes are performed by
the BCJR algorithm [8] and the ABP-KV(BM) algorith-
m [9] [10], respectively. Pa, Pe and Pp are used to denote
the a priori, extrinsic and a posteriori probabilities, re-
spectively. Their superscripts of (1) and (2) indicate the
probability is associated with the BCJR algorithm and the
ABP algorithm, respectively.

A. BCJR Decoding of the Inner Code

In this paper, it is assumed that rin = 1
2

and hence
BCJR decoding of the inner code will be described in
light of a rate half convolutional code. Given Y ∈ R as the
received vector, we can obtain the channel observations
Pch[vi = θ|Y] that indicates the conditional probability of
bit vi being θ, where i = 1, 2, . . . , 2Dnω and θ ∈ {0, 1}.
In the code’s trellis, if an input of ci = θ yields two coded
bits of (v2i−1, v2i) = (θ1, θ2) where i = 1, 2, . . . , Dnω

and (θ1, θ2) ∈ {0, 1}, and it triggers a trellis state
transition whose probability is determined by

Γi = P (1)
a [ci = θ]Pch[v2i−1 = θ1|Y]Pch[v2i = θ2|Y].

(6)
In the beginning, no knowledge of the interleaved RS
coded bits is available and P

(1)
a [ci = θ] will be initialized

as P
(1)
a [ci = 0] = P

(1)
a [ci = 1] = 1

2
. In the following

iterations, P (1)
a [ci = θ] will be updated by the feedbacks

of the outer decoding. With the trellis state transition
probabilities, the forward and backward traces will be per-
formed to determine the APP of the interleaved RS coded
bits, i.e., P (1)

p [ci = θ|Y]. Their extrinsic probabilities are
determined by

P (1)
e [ci = θ] = Ne

P
(1)
p [ci = θ|Y]

P
(1)
a [ci = θ]

, (7)

where Ne =
∑

θ∈{0,1} P
(1)
e [ci = θ] is a normalization

factor.
Probabilities P

(1)
e are then deinterleaved during which

every ω consecutive pairs of extrinsic probabilities are
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grouped to represent an RS codeword symbol. The dein-
terleaved extrinsic probabilities will be utilized by the
following outer decoding.

B. ABP-KV(BM) Decoding of the Outer Code

By reading out each row of the deinterleaver and
performing the following mapping

P (1)
e [ci = θ] 7→ P (2)

a [ci = θ], (8)
we can obtain the a priori probability for each bit of an
RS codeword and i = 1, 2, . . . , nω. The a priori log-
likelihood ratio (LLR) value of bit ci is determined by

La,i = ln
(P (2)

a [ci = 0]

P
(2)
a [ci = 1]

)
. (9)

And the a priori LLR vector of an RS codeword is

La = [La,1 La,2 . . . La,(n−k)ω . . . La,nω]. (10)
Notice that an LLR value with a higher magnitude of
|La,i| implies the bit is more reliable. The ABP algorithm
will first sort vector La according to each bit’s magnitude,
aiming to identify the (n− k)ω least reliable bits. Their
corresponding columns in Hb will be reduced to weight-
1 columns by Gaussian elimination. The sorting yields a
refreshed bit index sequence δ1, δ2, . . . , δ(n−k)ω, . . . , δnω

which implies |La,δ1 | < |La,δ2 | < · · · < |La,δ(n−k)ω
| <

· · · < |La,δnω |. We now know cδ1 , cδ2 , . . . , cδ(n−k)ω
are

the (n−k)ω least reliable bits. Let Υδ denote a weight-1
column with 1 at its δth entry. With the sorting outcome,
Gaussian elimination will reduce column δ1 to Υ1, then
reduce column δ2 to Υ2, and etc. It delivers an adapted
parity-check matrix H′

b that has an (n− k)ω× (n− k)ω

identity submatrix.
Let hji ∈ {0, 1} denote the entry of H′

b and we define

J(i) = {j | hji = 1, ∀ 1 ≤ j ≤ (n− k)ω}, (11)

I(j) = {i | hji = 1, ∀ 1 ≤ i ≤ nω}. (12)
The iterative BP process is performed based on the Tanner
graph that is defined by H′

b. The extrinsic LLR value for
each RS coded bit can be determined by

Le,i =
∑

j∈J(i)

2 tanh−1
( ∏

τ∈I(j)\i

tanh
(La,τ

2

))
. (13)

After a moderate number of BP iterations, the a posteriori
LLR of each RS coded bit is determined by

Lp,i = La,i + ηLe,i, (14)
where η ∈ (0, 1] is the damping factor [9]. Consequently,
the a posteriori LLR vector of an RS codeword is

Lp = [Lp,1 Lp,2 . . . Lp,(n−k)ω . . . Lp,nω]. (15)
If there are multiple Gaussian eliminations, the a pos-

teriori LLR vector will be fed back and mapped to La as

Lp 7→ La. (16)
Based on the updated La vector, the next round bit
reliability sorting and Gaussian elimination will be per-
formed. With each adapted matrix H′

b, a number of BP
iterations will be carried out, delivering both the extrinsic

and the a posteriori LLR values. Consequently, extrinsic
probabilities and APP of RS coded bits are

P (2)
e [ci = 0] =

1

1 + e−Le,i
, P (2)

e [ci = 1] =
1

1 + eLe,i
,

(17)
and
P (2)
p [ci = 0] =

1

1 + e−Lp,i
, P (2)

p [ci = 1] =
1

1 + eLp,i
.

(18)
With each adapted parity-check matrix H′

b, we can
obtain all the bit extrinsic probabilities and APP of an
RS codeword. The APP will be utilized by an algebraic
algorithm that finalizes the decoding of an RS codeword.
Specifically, if KV decoding [11] is utilized, a symbol
wise reliability matrix Π of size q × n will be formed
with which the algebraic list decoding process will be
performed to find the decoding output candidates. If
BM decoding [12] is utilized, a hard-decision received
word R will be formed with which the syndrome based
unique decoding process will be performed. It is well
known that KV decoding has a greater error-correction
capability, but at the cost of higher decoding complexity.
In turbo decoding of RSCC codes, the second stage outer
decoding plays a less important role in determining the
error-correction performance. Hence, when the decoding
efficiency is a critical issue for a system, BM algorithm
should be employed.

With multiple Gaussian eliminations, multiple algebraic
decodings will be performed. This may result in giving
plural decoding output candidates, among which the max-
imal likelihood (ML) criterion [14] will be utilized to
identify the most likely codeword. If it has been found,
the current outer decoding will be terminated and we can
obtain the deterministic probabilities of the corresponding
RS coded bits. In particular, if the algebraic decoding
estimates bit ci = 0, then its deterministic probability
is P̃ [ci = 0] = 1 and P̃ [ci = 1] = 0. Otherwise,
P̃ [ci = 0] = 0 and P̃ [ci = 1] = 1. Therefore, after
decoding all the D RS codewords, extrinsic probabilities
P

(2)
e of the undecoded bits and deterministic probabilities

P̃ of the decoded RS bits will be fed back. They are
interleaved and mapped to P

(1)
a as

P (2)
e [ci = θ], P̃ [ci = θ] 7→ P (1)

a [ci = θ]. (19)

The decoded RS codeword will not be processed again
in the coming iterations. Therefore, turbo decoding of the
concatenated code is performed in a successive cancella-
tion manner such that the decoding is completed either
when all the D RS codewords have been decoded or the
designed maximal turbo iteration number is reached.

IV. DESIGN OF THE INNER CODE

The EXIT analysis of the turbo decoding algorithm is
presented, aiming to shed lights on design of the inner
convolutional code. So that, turbo decoding performance
of the concatenated codes can be optimized. Specifically,
by analyzing the interplay between the EXIT curve of the
BCJR algorithm and the inverted EXIT curve of the ABP-
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KV algorithm 1, we try to identify the signal-to-noise ratio
(SNR) value at which an exit tunnel starts to exist. Such a
SNR value is called the decoding pinch-off SNR limit and
denoted as SNRoff. Since the existence of an exit tunnel
implies the iterative decoding mechanism is functioning
with a tendency of providing a valid codeword, the SNRoff

indicates the position at which waterfall of the turbo
decoder’s bit error rate (BER) curve starts to happen [13].
Therefore, the inner code should be chosen such that it
yields a lower SNRoff value. With such an inner code,
turbo decoding of the concatenated code will show a
better iterative decoding convergence which leads to a
better BER performance. Moreover, since turbo decoding
of the concatenated code is performed in a successive
cancellation manner, when the SNR is sufficiently high,
most of the decoding events can decode all the RS
codewords in the first round. Hence, the inner code’s
free distance is also an important factor in determining
the code’s asymptotic performance. Our design will look
into both of these two factors. Since the author’s earlier
work [6] showed the systematic feedback convolutional
codes yield a better performance than their nonsystematic
counterparts, our design will fucus on the systematic
feedback ones.

Let I(1)
a and I(1)

e denote the mutual information of the
a priori probabilities and that of the extrinsic probabilities
of the BCJR algorithm, respectively. Similarly, I(2)

a and
I(2)
e are utilized to denote the mutual information that are

associated with the ABP-KV algorithm. In determining
the mutual information I(2)

e , the feedback probabilities
of all the D RS codewords are taken into account, i.e.,

I(2)
e = 1− 1

Dnω

Dnω∑
i=1

Hb(P
(2)[ci = θ]), (20)

where P (2)[ci = θ] = P̃ [ci = θ] if bit ci is decoded,
or P (2)[ci = θ] = P

(2)
e [ci = θ] otherwise. Hb(·) is the

binary entropy function.
Moreover, the ABP process is performing with two

Gaussian eliminations and for each adapted parity-check
matrix, there are two BP iterations. KV process is per-
forming with a designed factorization output list size of
ten. Those ABP-KV decoding parameters will be adopted
in the simulations of Section V. Let T (1) denote the
extrinsic-a priori transfer function of the BCJR algorithm
which decodes the inner code, the EXIT curve of the
BCJR algorithm shows

I(1)
e = T (1)(I(1)

a , SNR). (21)
Similarly, if T (2) denotes the extrinsic-a priori transfer
function of the ABP-KV algorithm, the EXIT curve of
the ABP-KV algorithm shows

I(2)
e = T (2)(I(2)

a ). (22)

Fig.2 shows the EXIT performance of turbo decoding
a concatenated code in which the outer code is the RS

1In the EXIT analysis, the ABP-KV algorithm is chosen as
the outer decoding algorithm.
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Fig. 2. EXIT performance of the RS (15, 13)-conv. concatenated
codes. Gray labelling 16QAM is utilized for transmission over
the AWGN channel.
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Fig. 3. Turbo decoding performance of the RS (15, 13)-conv.
concatenated codes with Gray labelling 16QAM over the AWGN
channel.

(15, 13) code. The inner code candidates include the
conv.(1, 5/7)8 code, the conv.(1, 21/37)8 code and the
conv.(1, 15/35)8 code. The first code has four states and
the other two codes have 16 states. The Gray labelling
16QAM is utilized realizing a transmission spectral effi-
ciency of ξ = 1.73 bits/sym over the AWGN channel.
Among the three candidates, the conv.(1, 21/37)8 yields
the lowest SNRoff value and its 16-state trellis architecture
ensures it a larger free distance than the conv.(1, 5/7)8
code. Hence, the RS (15, 13)-conv.(1, 21/37)8 code
should outperform the RS (15, 13)-conv.(1, 5/7)8 and the
RS (15, 13)-conv.(1, 15/35)8 codes. In comparison of the
RS (15, 13)-conv.(1, 5/7)8 code and the RS (15, 13)-
conv.(1, 15/35)8 code, the latter one should prevail, since
its inner code has a larger free distance despite both of the
inner codes yield the same SNRoff value. Fig.3 validates
the EXIT prediction by showing the BER performance of
turbo decoding the three concatenated codes. The number
of turbo decoding iterations is ten. It shows that the RS
(15, 13)-conv.(1, 21/37)8 code outperforms the other two.

Fig.4 shows the EXIT performance of turbo decoding
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Fig. 4. EXIT performance of the RS (63, 55)-conv. concatenated
codes. Gray labelling 64QAM is utilized for transmission over
the AWGN channel.

a concatenated code in which the outer code is the
RS (63, 55) code. The inner code candidates include
the conv.(1, 5/7)8 code, the conv.(1, 15/13)8 code, the
conv.(1, 21/37)8 code and the conv.(1, 37/23)8 code.
They have 4, 8, 16 and 16 states, respectively. Gray
labelling 64QAM modulation is employed, realizing a
transmission spectral efficiency of ξ = 2.62 bits/sym over
the AWGN channel. Following a similar argument, the
conv.(1, 21/37)8 code should again be chosen as an inner
code in the concatenated scheme. Simulation results of
turbo decoding of the above EXIT designed RSCC codes
will be presented in the following section.

V. SIMULATION RESULTS

This section presents the above designed spectrally
efficient RSCC codes over both the AWGN and Rayleigh
fading channels. Although the EXIT design of Section
IV was conducted in the AWGN channel, we will inherit
the designed code to evaluate its performance over the
Rayleigh fading channel. Our comparison benchmark
schemes include the currently used Viterbi-BM algorith-
m and the BCJR-ABP-KV(BM) algorithm [15] both of
which are one-shot decoding algorithms. In the following
discussions, decoding gains are quantized at the BER of
10−5. Without specifically mentioning, KV algorithm is
utilized in the turbo decoding process.

Fig.5 shows the BER performance of the RS (15,
13)-conv.(1, 21/37)8 code which is integrated with Gray
labelling 16QAM. It can be seen that turbo decoding
achieves significant performance improvements over the
benchmark algorithms. E.g., performing turbo decoding
with five iterations yields 1.9dB gain over the Viterbi-
BM algorithm. By increasing the iteration budget to 30,
it yields an extra 0.3dB gain. In order to demonstrate
the advantage of using a high order modulation scheme
rather than puncturing the output of the inner code, Fig.5
further reveals the turbo decoding performance of the
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Fig. 5. Turbo decoding performance of the RS (15, 13)-
conv.(1, 21/37)8 code with Gray labelling 16QAM over the
AWGN channel.
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Fig. 6. Turbo decoding performance of the RS (63, 55)-
conv.(1, 21/37)8 code with Gray labelling 64QAM over the
AWGN channel.

same concatenated code that is punctured. The puncture
rate is 1/2 2 and Gray labelling QPSK is utilized, re-
sulting in the same spectral efficiency of 1.73 bits/sym.
It can be seen that puncturing the output of the inner
code leads to a sizable performance loss. This is be-
cause puncturing results in a rate 1 inner code whose
error-correction capability is deprived. Note that the RS
(15, 13)-conv.(1, 21/37)8 code has a moderate codeword
length of 1200 bits. Such a data packet size is preferred
in WSN. Its powerful error-correction performance makes
it a competent code for WSN. Furthermore, Fig.6 shows
the BER performance of the RS (63, 55)-conv.(1, 21/37)8
code with Gray labelling 64QAM. It again shows that
significant performance improvements can be obtained.
Performing turbo decoding with 30 iterations achieves
1.9dB gain over the Viterbi-BM algorithm.

Turbo decoding performance of the RS (63, 55)-
conv.(1, 21/37)8 code with Gray labelling 64QAM over
the Rayleigh fading channels is shown by Fig.7. The
Rayleigh fading channel profile is generated by Jakes’
method [16] through setting the mobile user’s velocity and
the signal carrier frequency. The carrier frequency is set as
1.9 GHz which is in line with most of the 3G standards.
While the velocity is set as 350 km/hr and 200 km/hr,

2The parity bits are punctured out.
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Fig. 7. Turbo decoding performance of the RS (63,
55)-conv.(1, 21/37)8 code with Gray labelling 64QAM over
Rayleigh fading channels.

with which the author aims to investigate the concatenated
code’s performance in HMC. E.g., the 350 km/hr setup
represents the communication with a mobile user in a
high speed train, and the 200 km/hr setup represents
the vehicle-to-vehicle (V2V) communication scenario. In
both of the cases, it is assumed that every 30 64QAM
symbols experience a channel fading realization. In order
to better capture the block fading diversity, transmission
of the concatenated code is assisted by the bit-interleaved
coded modulation (BICM). That implies the output of
inner code will be converted into six parallel bit streams.
Each bit stream will be randomly interleaved and every six
bits from the six interleaved streams will be mapped to a
64QAM symbol for transmission. Before the decoding, a
corresponding signal detection process will be performed
with the knowledge of channel state information. Con-
sidering the strict decoding latency constraint for HMC,
the second stage outer decoding is performed by BM
algorithm. Since the decoding of D RS codewords can
be performed in parallel and the decoding latency can be
reduced by a constant factor of D, leveraging it to that
of decoding a single RS (63, 55) code. Fig.7 shows that
the turbo decoding algorithm yields significant decoding
gains over the benchmark schemes. Overall, powered by
both BICM and the turbo decoding mechanism, RSCC
codes can also be applied in HMC scenarios.

VI. CONCLUSION

This paper has investigated turbo decoding performance
of the spectrally efficient RSCC codes that are integrated
with a high order modulation scheme, e.g., 16QAM or
64QAM. Powered by the turbo decoding mechanism,
RSCC codes yield a competent performance with moder-
ate codeword length, e.g, with about a thousand bits. This
makes the concatenated code a very good candidate to
be applied in WSN in which data packet size is limited.
Moreover, since short code has an inherited feature of
low decoding latency which is a critical issue for HMC,
RSCC codes are also very good candidates to be applied
in such scenarios. The EXIT analysis has been conducted

in designing a suitable inner code for optimizing the
turbo decoding performance. Our simulation results have
demonstrated that with maintaining a high spectral effi-
ciency, the turbo decoding algorithm achieves significant
performance improvements over the conventional one-
shot decoding algorithms.
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