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Assignment of Chapter 1

Given the joint distribution of X and Y, please determine:
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Consider the entropy function (_)= (1 2000 )=— _; log

defined on the set of -dimensional probability vectors , where >0 and

_, =1

(a) Find the maximum value of (_), and determine all probability vectors

that achieve this maximum.

(b) Find the minimum value of ( ), and determine all probability vectors

that achieve this minimum.

Using the definition of relative entropy and of conditional probability,

(a) please prove that:

(G G)= (O O)+ (C) C):;

(b) please prove that:

(GO G)= (Ol O)



