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§ 2.1 Introduction

Input X

A 4

Channel

Output Y

e [nacommunication system, with the observation of Y, we aim to recover X.

e Mutual Information I(X,Y) = H(X) — H(X|Y)
= H(Y) — H(Y|X)

It defines the amount of uncertainty about X that has been reduced thanks

to the knowledge of Y, and vise versa. This uncertainty discrepancy is

introduced by the channel.

e Channel capacity describes the channel’s best capability in reducing the

uncertainty.
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Input X | Channel Output Y
P(y | x)

e Letthe realization of input X and output Y be x and y, respectively.
e Channel transition probability P(y | X): knowing x was transmitted, the
probability of observing y. It defines the quality of channel.

e Channel Capacity

C = rgl(fg{l X, 1)}

The maximum mutual information (X, Y) that can be realized over all

distribution of the input P(x).



§ 2.1 Introduction

e Channel Capacity: C = rlp(a%({l (X,Y)}
X

e Inawireless communication system, it is the maximum number of information
bits that can be carried by a modulated symbol such that the information can be
recovered with an arbitrarily low probability of error.

e To realize this reliable communications, channel coding is needed. Given k

information symbols (or bits), redundancy is added to obtain n (n > k) codeword

symbols (or bits). The code rate isr = % Using binary modulation, e.g., BPSK,

reliable communications is possible if r < C.



§ 2.1 Introduction

e Why input distribution P(x) matters?

e Consider the data transmission as human flows from Shenzhen to Hong Kong
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e Input: 0100011010..
Qutput:0 1 1100100 0..

e Input and output are discrete

e Py=1lx=0)=P@y=0x=1)=p
Ply=0lx=0=P(y=1lx=1)=1-p

e It is the simplest model of channel that introduces errors. Many wireless channels
can be abstracted to BSC.
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e Analytic intuition

I(X,Y) = H(Y) — H(Y|X)

1(X,Y) will be maximized if H(Y) is maximized and H(Y|X) is minimized.

(1) H(Y) < 1.

(2) HY|X) = = Xxex Lyey P(x, y)log,P(y|x)

e When P(x

— Dixex 2yey P(Y[X)P(x)log, P (y|x)
—P(x =0) ZyE{O,l}P(ylx = 0)log,P(y|x = 0)
—P(x =1) Xyeo3 PIx = Dlog,P(y|x = 1)
—P(x = 0)((1 — p)log,(1 — p) + plog,p) —P(x = 1)(plog,p + (1 — p)log,(1 —p))
—(1 —p)log,(1 — p) — plog,p
0) = P(x = 1)=%,H(Y)= 1 and
C =1 — H(Y|X) bits/symbol.



S 2.2 Binary Symmetric Channel (BSC)

e Intuition: If 0 and 1 experience the same degree of channel impairment, i.e., P(y = 1|x = 0) =
P(y = 0|x = 1), there is no need to prioritize either 0 or 1 for transmission and P(x = 0) =

P(x=1)=%.

o C=1-HY|X),ifP(x=0)=Px=1)=

N | =

e H(Y|X)=—P(y=0lx=0)->-log,P(y = 0]x = 0)
1

= —P(y =1|x =0)-3-log,P(y = 1|x = 0)
1

=—P(y=0[x =1)-5-log,P(y = 0lx = 1)
1

= —P(y = 1|x = 1) E logZP(y = 1|X = 1)
= —plog,p — (1 — p)log,(1 — p)

e C=1+plog,p+ (1—-p)log,(1—p) bits/symbol



S 2.2 Binary Symmetric Channel (BSC)

e C=1+plog,p+ (1—p)log,(1— p) bits/symbol

Capacity of BSC
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e Inputt 1001010100..
Output: 1 e 010e0e0e..

e Ply=elx=0)=P(y=elx=1)=0p
Ply=0lx=0=P(y=1lx=1)=1—-p

e It is achannel model often used in computer networks. Data packets are either
perfectly received or lost.



§ 2.3 Binary Erasure Channel (BEC)

>
1= >
e Similar to the analytic intuition of BSC, channel capacity is reached when P(x = 0) =
Px=1) = % .
e Hence C = H(Y) — H(Y|X) bits/symbol

— o o <

e SinceP(y=0)=Py=1) =%(1 —p)andP(y=e) =p
H(Y) = = Xyer P(¥)log,P(y)
= —P(y = 0)log,P(y = 0) —P(y = e)log,P(y =€) —P(y = Dlog,P(y = 1)
= —2 (1 - p)log,; (1 —p) —plog;p — 3 (1 — p)log, 5 (1 — p)

1
= — (1 —p)log,5 (1 —p) —plog,p



§ 2.3 Binary Erasure Channel (BEC)
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o HY|X) = —2yex Lyey P(y|x)P(x)log,P(y|x)

= —P(y = 0]x = 0) -%-logzP(y = 0]x = 0)
—P(y =1|x = 1) -5 -log,P(y = 1|x = 1)
—P(y =e|x =0) -%-logzP(y =e|x = 0)
—P(y=e|lx=1) -%-logzP(y =e|lx=1)

= —(1 — p)log,(1 — p) —plog,p

o C=H®Y)-HY|X)

= 1 — p bits/symbol



§ 2.3 Binary Erasure Channel (BEC)

e C =1— p bits/symbol

Capacity of BEC
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e Channel model y; = x; + n;
x;. discrete input signal, a modulated signal
n;: white Gaussian noise as V' (0, o), independent of x;

y;. continuous output signal, a variation of x;

e [t is a more realistic wireless channel model where the transmitted signal is impaired
by noise.

e |t is adopted to represent the space communication channel where light-of-sight (LoS)
transmission is always ensured.

e It is also often used as a common platform for channel code comparison.



e Channel model y; = x; + n;

e Mutual Information: I(X,Y) = H(Y) — H(Y|X)
=HY)—-HX+ N|X)
= H(Y) — H(N|X)
= H(Y) — H(N)

e Capacity: C = rgl(a)f{l (X,Y)}
X
= max{H(Y) — H(N)}
P(x)



S 2.4 Additive White Gaussian Noise (AWGN) Channel

o For AWGN: N (0,07). Its pdf is
1 ( n? )
exp| ——
V2moy P 20y

P(n)log,P(n)dn

— 00

= — eXx (0] eXx E— n
J—oo VZn‘o‘N P ZO'N 52 \/ oy P 20'1\2,

1 )
= E ]ogz(ZT[eo']\z,) blts/symbol

P(n) =

[+

H(N) = —

—

o If input X is normal distributed (continuous) as N (uy, a2), I(X,Y) will be
maximized and

C=HY)—-HN



S 2.4 Additive White Gaussian Noise (AWGN) Channel

o For Input: NV (uy, 7). Its pdf is

P(x) =

r+oo

J P(x)log,P(x)dx

_ (Tt o (_(x—ux)2>lo 1 o (_(x—ux)2> e
Jow Vomay P\ 202 ) % \V2may P\ 202

1
= Elogz(Zne@?) bits/symbol

e SinceY = X 4+ N and X and N are independent
Output: NV (uy, o + 65) = N (uy, 0)

1 :
H(Y) = Elogz(Zne(a)% +02)) bits/symbol



S 2.4 Additive White Gaussian Noise (AWGN) Channel

|
e Channel model: y; = x; + n;
o Capacity: ¢ =H(Y)—-H(N)

1 1
= Elogz (2me(og + 0f)) — 51082(2”901\21)

1 2

Ox :

= Elog2 (1 + —2> bits/symbol
On

o 0% is the power of the transmitted signal, while o is the power of noise. Hence,

2
ZX js often defined as the signal-to-noise ratio (SNR).

ON
e This only defines the inachievable transmission limit since in practice, X will not

be normal distributed.



S 2.4 Additive White Gaussian Noise (AWGN) Channel

e Band Limited AWGN Channel

e In a practical system, sampling is needed at the receiver to reconstruct the received
signal as Fig. 1.

A
X m X(f)

[

A T
Fig. 1 Received Signal and Sampling Fig. 2 Signal Sampling in frequency domain

o |If the signal has a frequency of W, the sampling frequency should be at least 2W for
perfect signal reconstruction. (Fig. 2)



S 2.4 Additive White Gaussian Noise (AWGN) Channel

.
e Band Limited AWGN Channel

e With the sampling, we now have a series of time discrete Gaussian samples and the

channel model becomes

)’(t=%)=x(t=%)+n(t=i),g=1,2’...

e Signal x (t = ﬁ) has variance o2
. . N . .
Noise n (t = ﬁ) has variance 7" where N, is the noise power

e Capacity for each time discrete Gaussian channel

1 205\ .
Cs ==log,| 1+ =% bits/symbol
2 Ny



S 2.4 Additive White Gaussian Noise (AWGN) Channel

.
e Band Limited AWGN Channel

e Capacity of this band limited AWGN channel can be determined by

2WT C
C = S=7{ S, T-sampling duration

e Since the average signal power

2WT - o2
= X = 2Wos

1 E _
Cs = Elog2 (1 + WN0> bits/symbol

e Capacity of band limited AWGN channel becomes

1 E
2WT - Elogz (1 + W_NO)
C = T

E
= W1 1 bits/second
Wlog, < + WN )

0



S 2.4 Additive White Gaussian Noise (AWGN) Channel

B TTTTTTTTTTTTTTTTEEmESSSS
e Shannon Limit: Error free transmission over the Gaussian channel is possible if

the signal-to-noise ratio % Is at least -1.6 dB.
0

Proof: » This possibility is sealed by the use of channel code (information length
k bits, codeword length n bits).

» Let E, and E_ denote the energy of each information bit and each coded
bit, respectively. It is required

k - Eb =n- EC
so that adding redundancy does not increase the transmission energy.

» Consider each coded bit is carried by a modulated signal, e.g., using
binary phase shift keying (BPSK),

_Eb'k
B n

E=E, =E, -7



S 2.4 Additive White Gaussian Noise (AWGN) Channel

Continue the Proof

» Assume the signal frequency W — o

_ E
C = lim Wlog, (1 + N0W>

W —oo
E

- N01n2
_ Eb T

bits/second
Nyln2

» For error free transmission, it is required

E
r<C :>N—”> In2 = 0.69 = —1.6dB
0



S 2.4 Additive White Gaussian Noise (AWGN) Channel

B TTTTTTTTTTTTTTTTEEmESSSS
e Finite Modulation Alphabets

e Ina wireless communication system, digital signal is modulated (mapped) to an
analog signal for transmission.

e Commonly used modulation schemes include:

A
()1. .00
1 0
1 *10
BPSK QPSK
A
011 0000 0001 | 0011 0010
01(2 ' .001 - - L] -
110 ,000, 0100 0101 | 0111 0110
111° * 100 1100 1101 | 1111 1110
101
1000 1001|1011 1010
8PSK 16QA|\/|



S 2.4 Additive White Gaussian Noise (AWGN) Channel
L ————————————————————————— |

e Finite Modulation Alphabets
o InputX € {xq,x,,..,xy} €.0., BPSK M =2, QPSK M =4, 8PSK M = 8, 16QAM
M =16, ....

e Channel Capacity

{M
C = max 2
P(x) | 4

oo P(x;ly)
]y OOP(xi,y)logz P(x) dy}

=1

Since
P(x;,y) = P(ylx;)P(x;)

P(ylx;))P(x;)
P(y)

M
P() = ) POIxi)P(x;)
i'=1

P(x;ly) =



S 2.4 Additive White Gaussian Noise (AWGN) Channel

T —S—S—S—_—_..
e Finite Modulation Alphabets

P(ylx;) dy
Y PG )P(y]x;,)

M oo
c=pax{ > P | POIxlog,
P(xi) — y:—00

e Assume each modulated symbol is equally likely to be transmitted

1
P(x;) = P(x;r) = T

e Capacity:

+o0co P .
J P(y|x;)log, T o) dy bits/symbol

= Jyimeo 77 Zi_y POyl



S 2.4 Additive White Gaussian Noise (AWGN) Channel

T —S—S—S—_—_..
e Finite Modulation Alphabets

e Over the AWGN Channel y = x; +n

1 ly — x;|*
P(ylxl) = \/%O' eXp <_ ZO.ZL
N N

(- 2)
= exp| ——=
21Oy P 20y

e Capacity:

M
1 P(ylx;)
C = MZ E |log, T
i=1 szzlp(ylxi')

M

1 i+ n—x 2= [n2\|
= log,M — MZ E |log, Z exp | — bits/symbol
i=1

207
i'=1 N




S 2.4 Additive White Gaussian Noise (AWGN) Channel

T —S—S—S—_—_..
e Finite Modulation Alphabets

4

/_; log,(1+SNR)

= 8PSK

7 3

é

~ QPSK

, P

BPSK

6 -4 -2 0 2 4 6 8 10 12 14 16 18 20 22 24
SNR (dB)



§ 2.5 Fading Channels

lai n;
xl v ;
) -D—
e Channel Model: y; = a; - x; + n;

If a; is Rayleigh distributed following a; = |a;|e/?t, P(|a;|) = 2|e;|e %! and
P(p;) = irect (%) It is called the Rayleigh fading channel.

e Fading coefficients «; further represent the effect of signal attenuation, signal
scattering, path loss and multi-path accumulation.

e Itis achannel model often used for urban communications.
e Fading types:
(1) Fast fading: a; changes independently for every x;.

(2) Quasi-static fading: a; remains unchanged during the transmission of a codeword
and changes independently from codeword to codeword.

(3) Block fading: a; changes independently block by block.



§ 2.5 Fading Channels

B TTTTTTTTTTTTTTTTEEmESSSS
e Assume a; are known by both the transmitter and receiver.

e Instantaneous capacity:

a? - P(a;)
C(a;) = Wlog, (1 + lWNO : )

P(a;): the signal power depending on «;.
It is the maximal achievable transmission rate defined by a particular fading
coefficient a;.

e Ergodic Capacity:

C = maxE [W1 1+“"2'P(a")
~ play |08 WN,

It is the average transmission rate that can be realized over all channel states.
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