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Late 80s to early 90s 

1G 2G 2.5G 3G 4G 

Information theory and coding techniques 
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Chapter 1 Fundamentals of Information Theory 

• 1.1 An Introduction of Information 

• 1.2 Entropy 

• 1.3 Mutual Information 

• 1.4 Channel Capacity 



• What is information? 

• How do we measure information? 

  

 

 

 

Let us look at the following sentences: 

    1)  I will be one year older next year. 

                           No information 

    2)  I was born in 1993. 

                           Some information 

    3)  I was born in 1990s. 

                           More information 

Boring! 

Being frank! 

Interesting, so which year?   

The number of possibilities should be linked to the information! 

§1.1  An Introduction of Information  



 

Throw a die once 

                                                    

                                                  

 

Throw three dies 

      

 

 

 

Information should be ‘additive’. 

You have 6 possible outcomes. 

{1, 2, 3, 4, 5, 6} 

Let us do the following game: 

§1.1  An Introduction of Information  



We can use ‘logarithm’ to scale down the a huge amount of 

possibilities. 

Number (binary bit) permutations are used to represent all 

possibilities. 

Let us look at the following problem. 

§1.1  An Introduction of Information  



Finally, let us look into the following game. 

§1.1  An Introduction of Information  

s 



Measure of information should consider the probabilities of various 

possible events. 

§1.1  An Introduction of Information  



 Observations: … … 

§1.2  Entropy 



§1.2  Entropy 

Observations: 



§1.2  Entropy 

outputs 

Total amount of information = 14 bits. Is it right? 



§1.2 Entropy 



Example 1.2: 

§1.2 Entropy 



Binary Entropy Function 

§1.2 Entropy 



§1.2 Entropy 



§1.2 Entropy 

 Entropy for two random variables X and Y. 

 Realizations of X and Y are x and y. 

 Distributions of X and Y are P(x) and P(y). 



§1.2 Entropy 

The Chain Rule (Relationship between Joint Entropy and Conditional Entropy) 

Proof: 



§1.3 Mutual Information 



§1.3 Mutual Information 

Proof: 

Remark: The above proof also shows the symmetry of mutual information as  



§1.3 Mutual Information 

This relationship can be visualized in the Venn diagram 



§1.3 Mutual Information 

This can also be concluded using the Chain Rule. 



Mutual Information of A Channel 

Source Channel Sink 

§1.3 Mutual Information 

- Consider X is the transmitted signal, Y is the received signal. 

- Y is a variant of X where the discrepancy is introduced by channel.  

How much we don’t know BEFORE 

the channel observations. 

How much we still don’t know 

AFTER the channel observations. 

Remark: Mutual information I(X, Y) describes the amount of information one variable 

X contains about the other Y, or vice versa as in I(Y, X). 



Example 1.3:  Given the binary symmetric channel shown as 

0.8 

0.8 

0.2 

0.2 

0 0 

1 1 

Please determine the mutual information of such a channel. 

Solution: 

˗ Entropy of the binary source is 

§1.3 Mutual Information 



§1.3 Mutual Information 



• Hence, the conditional entropy is: 

 

 

 

 

 

 

 

• The mutual information is: 
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Channel 
Input X Output Y 

It defines the amount of uncertainty about X that has been reduced thanks 

to the knowledge of Y, and vise versa. This uncertainty discrepancy is 

introduced by the channel.  

§1.4 Channel Capacity 



Channel 

P(y | x) 

Input X Output Y 

 Let the realization of input X and output Y be x and y, respectively. 

 Channel transition probability P(y | x): knowing x was transmitted, the 

probability of observing y. It defines the quality of channel. 

 Channel Capacity 

§1.4 Channel Capacity 



§1.4 Channel Capacity 



 Why input distribution P(x) matters? 

 Consider the data transmission as human flows from Shenzhen to Hong Kong 

§1.4 Channel Capacity 
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Output: 0  1  1  1  0  0  1  0  0  0 ... 

§1.4 Channel Capacity 

 Binary Symmetric Channel (BSC) 
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§1.4 Channel Capacity 

 Binary Symmetric Channel (BSC) 

 



 Binary Symmetric Channel (BSC) 

 

§1.4 Channel Capacity 



 Binary Symmetric Channel (BSC) 

 

§1.4 Channel Capacity 



Input 

X 

Output 

Y 

Noise 

N 

§1.4 Channel Capacity 

 Additive White Gaussian Noise (AWGN) Channel 

 



Input 
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Output 

Y 

Noise 
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§1.4 Channel Capacity 

 Additive White Gaussian Noise (AWGN) Channel 

 



bits/symbol 

 Additive White Gaussian Noise (AWGN) Channel 

 

§1.4 Channel Capacity 



bits/symbol 

bits/symbol 

 Additive White Gaussian Noise (AWGN) Channel 

 

§1.4 Channel Capacity 



bits/symbol 

 Additive White Gaussian Noise (AWGN) Channel 

 

§1.4 Channel Capacity 



 Band Limited AWGN Channel 

 In a practical system, sampling is needed at the receiver to reconstruct the received 

signal as Fig. 1. 

 If the signal has a frequency of W, the sampling frequency should be at least 2W for 

perfect signal reconstruction. (Fig. 2) 

Fig. 1 Received Signal and Sampling Fig. 2 Signal Sampling in frequency domain 

§1.4 Channel Capacity 



 Capacity for each time discrete Gaussian channel  

bits/symbol 

§1.4 Channel Capacity 



 Band Limited AWGN Channel 

 Capacity of this band limited AWGN channel can be determined by 

 

 Since the average signal power 

 Capacity of band limited AWGN channel becomes 

bits/second 

, T–sampling duration 

bits/symbol 

§1.4 Channel Capacity 



Proof:  This possibility is sealed by the use of channel code (information length 

k bits, codeword length n bits). 

 Let Eb and Ec denote the energy of each information bit and each coded 

bit, respectively. It is required 

so that adding redundancy does not increase the transmission energy.  

 Consider each coded bit is carried by a modulated signal, e.g., using 

binary phase shift keying (BPSK), 

§1.4 Channel Capacity 



Continue the Proof 

bits/second 

 For error free transmission, it is required 

§1.4 Channel Capacity 



 AWGN Channel with Finite Modulation Alphabets 

 In a wireless communication system, digital signal is modulated (mapped) to an 
analog signal for transmission. 

 Commonly used modulation schemes include: 

BPSK QPSK 

8PSK 16QAM 

§1.4 Channel Capacity 



Since 

§1.4 Channel Capacity 



 AWGN Channel with Finite Modulation Alphabets 

 Assume each modulated symbol is equally likely to be transmitted 

 Capacity: 

bits/symbol 

§1.4 Channel Capacity 



 AWGN Channel with Finite Modulation Alphabets 

 Capacity: 

bits/symbol 

§1.4 Channel Capacity 



 AWGN Channel with Finite Modulation Alphabets 

§1.4 Channel Capacity 
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